Three-body radiative heat transfer and Casimir-Lifshitz force out of thermal equilibrium for arbitrary bodies
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We study the Casimir-Lifshitz force and the radiative heat transfer in a system consisting of three bodies held at three independent temperatures and immersed in a thermal environment, the whole system being in a stationary configuration out of thermal equilibrium. The theory we develop is valid for arbitrary bodies, i.e., for any set of temperatures, dielectric, and geometrical properties, and describes each body by means of its scattering operators. For the three-body system we provide a closed-form unified expression of the radiative heat transfer and of the Casimir-Lifshitz force (both in and out of thermal equilibrium). This expression is thus first applied to the case of three planar parallel slabs. In this context we discuss the nonadditivity of the force at thermal equilibrium, as well as the equilibrium temperature of the intermediate slab as a function of its position between two external slabs having different temperatures. Finally, we consider the force acting on an atom inside a planar cavity. We show that, differently from the equilibrium configuration, the absence of thermal equilibrium admits one or more positions of minima for the atomic potential. While the corresponding atomic potential depths are very small for typical ground-state atoms, they may become particularly relevant for Rydberg atoms, becoming a promising tool to produce an atomic trap.
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I. INTRODUCTION

The quantum and classical fluctuations of the electromagnetic field are at the origin of several physical phenomena such as the existence of a force, even in vacuum (the ground state of electromagnetic field), between any couple of polarizable bodies. This effect, usually known as the Casimir-Lifshitz effect between macroscopic bodies and Casimir-Polder force when one or more atoms are involved, was first theoretically predicted in 1948 by Casimir and Polder [1,2] for ideal reflecting bodies at $T = 0$, and later extended to real bodies at nonzero temperature by Dzyaloshinskii, Lifshitz, and Pitaevskii [3]. Recently their predictions have been experimentally verified for several different geometrical configurations [4]. While these forces have been typically studied at thermal equilibrium, it was shown in 2005 that systems out of thermal equilibrium show indeed new qualitative features, such as a strong tunability of the force and the possibility of switching from an attractive to a repulsive behavior [5,6]. These theoretical predictions were at the origin of the first measurement of the temperature dependence of Casimir force [7] by using a BEC of rubidium atoms as a micromechanical sensor of force [8]. These results triggered a new interest in the study of Casimir interactions in several different nonequilibrium scenarios including both body-body [9,10] and atom-body [11–15] configurations.

The absence of thermal equilibrium is at the origin of a more familiar physical phenomenon also originating from the electromagnetic field fluctuations, namely the radiative heat transfer [16]. Remarkably, this effect shares a close theoretical formalism with Casimir-Lifshitz forces, and has also been recently experimentally assessed in different geometries [17–26].

In recent years, a number of theories have been developed to describe Casimir force and heat transfer out of thermal equilibrium between bodies with arbitrary geometries and dielectric properties [27–36]. These theories are based on different approaches (such as scattering matrices, Green’s functions, and fluctuating surface currents) but all share the use of fluctuation-dissipation theorem as the main tool to describe the correlations of the electromagnetic field radiated by each body out of thermal equilibrium. Some of these theories [30,36] have been presented in a general way in order to be able to deal with the general problem of an arbitrary number of bodies. Nevertheless, closed-form expressions and numerical applications have been presented only for two interacting bodies.

Nonequilibrium studies dealt also with several applications, as for the case of the heat transfer between two nanorings [37,38]. More recently, the absence of equilibrium has been proposed as a tool to manipulate the quantum state of an atom when placed in proximity of a body, realizing a new cooling mechanism and the inversion of the atomic populations [39,40]. It has been also suggested to exploit nonequilibrium configurations to produce and protect steady entanglement for two qubits [41,42]. The heat transfer in configurations involving more than two bodies has been also investigated: heat transfer for three nanoparticles in the dipole approximation [43], the time-dependent heating and cooling in a system of an arbitrary number of dipoles in Ref. [44], the heat transfer in a collection of nanoparticles interacting with an external laser source [45], a near-field thermal transistor [46], and the genuine three-body effect proposed to amplify the heat transfer in a set of three parallel slabs [47]. Concerning the force, only the three-body force for three atoms at thermal equilibrium has been calculated [48,49]. The relevant interest
in many-body configurations, motivated by nonadditive and collective effects both for force and heat transfer, has been focused so far only on very specific configurations. It is thus natural to address the problem of a general theory valid for arbitrary objects.

In this work we develop in detail a general approach to the Casimir force out of thermal equilibrium and heat transfer in a system of three bodies immersed in an environment. The theory we present is valid for arbitrary dielectric and geometrical properties of the body, as well as for arbitrary values of the four temperatures involved (the three temperatures of the bodies and the environmental one). As a side result we obtain the three-body expression for the Casimir-Lifshitz force at thermal equilibrium for arbitrary bodies. As for the theory for two bodies first presented in Ref. [29], of which this work is a generalization, in our work we take into account the properties of each body independently by means of its scattering (reflection and transmission) operators. This technique avoids the need to tackle for a given configuration the entire electromagnetic problem, as in any Green-function formulation.

The paper is organized as follows. In Sec. II we present the physical system and the main definitions. In Sec. III we define the Maxwell stress tensor and the Poynting vector, the main ingredients to calculate the Casimir force and the heat transfer, respectively. Section IV contains the derivation of the correlation functions of the total field in any region, based on the knowledge of the correlation functions of the source fields as well as on the introduction of the scattering operators. This allows us to give, in Sec. V, the flux of the Maxwell stress tensor and Poynting vector in a unified formulation. We deal with the case of thermal equilibrium in Sec. VI, while Sec. VII contains the main result of our paper, i.e., the expression of the force and the heat transfer for three arbitrary bodies out of thermal equilibrium. In Sec. VIII this formula is specialized to the case of three parallel slabs. In this part we present as a numerical application a quantitative study of nonadditivity of the force acting on one of the external slabs at thermal equilibrium, as well as a study of the equilibrium temperature of the intermediate slab for a given external slabs at thermal equilibrium, as well as a study of the thermal nonequilibrium allows one to design the shape of the thermal equilibrium temperature of the intermediate slab for a given external slabs at thermal equilibrium, as well as a study of the thermal nonequilibrium allows one to design the shape of the theoretical apparatus. In Sec. V this formula is specialized to the case of three parallel slabs. In this part we present as a numerical application a quantitative study of nonadditivity of the force acting on one of the external slabs at thermal equilibrium, as well as a study of the equilibrium temperature of the intermediate slab for a given external slabs at thermal equilibrium, as well as a study of the thermal nonequilibrium allows one to design the shape of the

II. PHYSICAL SYSTEM AND ELECTROMAGNETIC FIELD

The system we consider is made of three bodies, labeled with indexes 1, 2, and 3. The bodies have arbitrary geometries and material properties, as depicted in Fig. 1. As we will see in the following, these properties will be accounted for by means of the classical electromagnetic reflection and transmission operators associated with each body. Moreover, we assume that each body i is kept at a fixed temperature $T_i$ by external energy sources and that the three-body system is immersed in an environment characterized by a fourth (in general different) temperature $T_e$. Besides, we assume here that two parallel infinite planes can be found separating the couple of bodies (1,2) and (2,3). This assumption, verified in any typical experimental configuration, allows us to use a plane-wave basis and can be in principle relaxed by an appropriate change of basis. In the plane-wave description we adopt from now on a single mode of the field is identified by the set of variables $(\omega, \mathbf{k}, p, \phi)$, where $\omega$ is the frequency, $\mathbf{k} = (k_x, k_y)$ the component of the wave vector on the $xy$ plane (see Fig. 1), $p$ the polarization index, taking the values $p = 1, 2$, corresponding to the TE and TM modes, respectively, and $\phi$ is the direction of propagation along the $z$ axis. In this approach, the $z$ component of the wave vector $k_z$ is a dependent variable, defined by

$$k_z = \sqrt{\omega^2/c^2 - k^2}.$$  \hspace{1cm} (1)

while the complete wave vector $\mathbf{K}$ reads

$$\mathbf{K}^\phi = (\mathbf{k}, \phi k_z) = (k_x, k_y, \phi k_z).$$  \hspace{1cm} (2)

For $k < \frac{\omega}{c}$, $k_z$ is real and the corresponding wave is propagative. On the contrary, for $k > \frac{\omega}{c}$, $k_z$ becomes imaginary and we have an evanescent wave: In this case $\phi$ is the direction along with the amplitude of the evanescent wave decays.

We now turn to the explicit expression of the electric field, which we first decompose with respect to frequency, working only with positive frequencies,

$$\mathbf{E}(\mathbf{R},t) = 2 \text{Re} \int_0^{+\infty} \frac{d\omega}{2\pi} \exp(-i\omega t) \mathbf{E}(\mathbf{R},\omega).$$  \hspace{1cm} (3)

The single-frequency component $\mathbf{E}(\mathbf{R},\omega)$ is then decomposed with respect to the parallel wave vector $\mathbf{k}$, the direction of propagation $\phi$, and the polarization $p$,

$$\mathbf{E}(\mathbf{R},\omega) = \sum_{\phi, p} \int \frac{d^2\mathbf{k}}{(2\pi)^2} \exp(i\mathbf{K}^\phi \cdot \mathbf{R}) \hat{\mathbf{e}}^\phi(\mathbf{k},\omega) E_p^\phi(\mathbf{k},\omega).$$  \hspace{1cm} (4)

As a general rule, the sum on $\phi$ runs over the values $\{+,-\}$, the sum on $p$ over the values $\{1,2\}$. For the polarization vectors $\hat{\mathbf{e}}^\phi(\mathbf{k},\omega)$ appearing in Eq. (4) we adopt the following standard definitions:

$$\hat{\mathbf{e}}^\phi_{\text{TE}}(\mathbf{k},\omega) = \hat{\mathbf{z}} \times \hat{\mathbf{k}} = \hat{\mathbf{k}} (1 - k_x \hat{\mathbf{x}} + k_y \hat{\mathbf{y}}),$$  \hspace{1cm} (5)

$$\hat{\mathbf{e}}^\phi_{\text{TM}}(\mathbf{k},\omega) = \frac{c}{\omega} \hat{\mathbf{e}}^\phi_{\text{TE}}(\mathbf{k},\omega) \times \mathbf{K}^\phi = \frac{c}{\omega} (-k_z \hat{\mathbf{x}} + \phi k_z \hat{\mathbf{y}}) = \hat{\mathbf{e}}^\phi_{\text{TM}}(\mathbf{k},\omega).$$

where $\hat{\mathbf{x}}$, $\hat{\mathbf{y}}$, and $\hat{\mathbf{z}}$ are the unit vectors along the directions $x$, $y$, and $z$, respectively, and $\hat{\mathbf{k}} = \mathbf{k}/k$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.pdf}
\caption{(Color online) Geometry of the three-body system. Bodies 1, 2, and 3 are, respectively, contained in the strips $z_1 \leq z \leq z_2$, $z_3 \leq z \leq z_4$, and $z_5 \leq z \leq z_6$. This defines the four regions A, B, C, and D.}
\end{figure}
The expression of the single-frequency component of the magnetic field can be easily deduced from Maxwell’s equations. It reads

$$\mathbf{B}(\mathbf{r},\omega) = \frac{1}{c} \sum_{\phi,p} \int \frac{d^3k}{(2\pi)^3} \exp(i\mathbf{K}\mathbf{r} \cdot \mathbf{k}) \hat{\beta}_p^\phi(\mathbf{k},\omega) E_p^\phi(\mathbf{k},\omega),$$

where

$$\hat{\beta}_p^\phi(\mathbf{k},\omega) = (-1)^p \hat{\mathbf{e}}_{\phi}^p(\mathbf{k},\omega),$$

being $S(p)$ the function which switches between the two polarizations, acting as $S(1) = 2$ and $S(2) = 1$.

III. MAXWELL STRESS TENSOR AND POYNTING VECTOR

In order to calculate the Casimir-Lifshitz force and the heat transfer on each body we have to calculate the following surface integrals through a closed surface $\Sigma$ enclosing the body under scrutiny,

$$\mathbf{F} = \int_{\Sigma} \langle \mathbb{T}(\mathbf{r},t) \rangle_{\text{sym}} \cdot d\Sigma,$$

$$\mathbf{H} = -\int_{\Sigma} \langle \mathbf{S}(\mathbf{r},t) \rangle_{\text{sym}} \cdot d\Sigma,$$

of the quantum symmetrized average of the Maxwell stress tensor $\mathbb{T}$ (having Cartesian components $T_{ij}$, with $i,j = x,y,z$) and the Poynting vector $\mathbf{S}$. In classical electromagnetism, the definitions of these two quantities in SI units read

$$T_{ij}(\mathbf{r},t) = \varepsilon_0 \left[ E_i(\mathbf{r},t) E_j(\mathbf{r},t) + c^2 B_i(\mathbf{r},t) B_j(\mathbf{r},t) \right] - \frac{1}{2} \left\{ E^2(\mathbf{r},t) + c^2 B^2(\mathbf{r},t) \right\} \delta_{ij},$$

$$\mathbf{S}(\mathbf{r},t) = \varepsilon_0 c^2 \mathbf{E}(\mathbf{r},t) \times \mathbf{B}(\mathbf{r},t),$$

and the quantum symmetrized average value $\langle AB \rangle_{\text{sym}}$ is defined as

$$\langle AB \rangle_{\text{sym}} = \frac{1}{2} \left( \langle AB \rangle + \langle BA \rangle \right),$$

$\langle A \rangle$ being an ordinary quantum average value. As shown in Ref. [29], as a consequence of working in a plane-wave description, in order to calculate the $z$ component of the force and the heat transfer on a given body we only need the flux of $T_{zz}$ and $S_z$ through two planes $z = \bar{z}$ on the two sides of the body. While in this paper we discuss only the $z$ component of the force, the same formalism can be easily applied to take into account also the lateral component of the force, as discussed more in detail in Ref. [29].

We gather from now on the expressions relative to force and heat flux in a unique notation, by introducing an index $m$ whose value $m = 1$ is associated with heat flux and $m = 2$ with the force. In particular, we define for an arbitrary $\bar{z}$,

$$\varphi_m(\bar{z}) = \int_{z=\bar{z}} d^2r \left\{ \begin{array}{ll} \langle S_z \rangle_{\text{sym}} & \text{if } m = 1 \\ \langle T_{zz} \rangle_{\text{sym}} & \text{if } m = 2. \end{array} \right.$$  

Using the results of Ref. [29], the generalized flux can be cast under the form,

$$\varphi_m(\bar{z}) = -(-1)^m 2\varepsilon_0 c^2 \frac{1}{\omega} \sum_{p} \int \frac{d^3k}{(2\pi)^3} \left( \sum_{\phi} \int_{-\infty}^{+\infty} \frac{d\omega}{2\pi} + \sum_{\phi \neq \phi'} \int_{0}^{\infty} \frac{d\omega}{2\pi} \right) \times \left( \frac{\phi_k}{\omega} \right)^m \langle p, \mathbf{k} | C^{\phi \phi'} | p', \mathbf{k}' \rangle.$$  

IV. CORRELATION FUNCTIONS OF THE TOTAL FIELD

A. Self-consistent scattering formulation

In order to calculate the generalized flux (14) in any region we need the correlation functions of the total field. This field is a function of the source fields present in our region we need the correlation functions of the total field. Hence we need the correlation functions of the total field. In order to calculate the generalized flux (14) in any region we need the correlation functions of the total field. This field is a function of the source fields present in our region, namely the fields $E^{\phi \phi'}$ emitted by the body $i$ and propagating in direction $\phi$ as well as the counterpropagating fields emitted by the environment $E^{\phi \phi'}$, represented in Fig. 1. The connection between total and source fields can be made explicit by introducing the reflection and transmission operators associated with each body and by writing down a self-consistent system of equations, in analogy with the method used in Ref. [29], describing the multiple reflections occurring in the three-body configuration. For the reflection and transmission operators of body $i$ we will use the notations $R^{(i)\phi}_{\phi'}$ and $T^{(i)\phi}_{\phi'}$, where $\phi$ describes the direction of propagation of the outgoing field. For example, the matrix element,

$$\langle p, \mathbf{k} | R^{(i)\phi}_{\phi'} | p', \mathbf{k}' \rangle.$$
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gives the amplitude of the field mode \((\omega, \mathbf{k}, p, \phi)\) reflected by body \(i\) for an incoming field mode \((\omega, \mathbf{k}', p', -\phi)\): The frequency, implicitly contained in the reflection operator, is conserved since we consider only time-invariant configurations.

Using these operators, it is easy to write down the self-consistent system of equations giving the total field in each region:

\[
\begin{align*}
E^{(A)+} &= E^{(0)+} \\
E^{(A)-} &= E^{(1)+} + R^{(1)-} E^{(0)+} + T^{(1)-} E^{(B)-} \\
E^{(B)+} &= E^{(1)+} + R^{(1)+} E^{(B)-} + T^{(1)+} E^{(0)+} \\
E^{(B)-} &= E^{(2)+} + R^{(2)+} E^{(B)+} + T^{(2)-} E^{(C)-} \\
E^{(C)+} &= E^{(2)+} + R^{(2)+} E^{(C)-} + T^{(2)+} E^{(B)+} \\
E^{(C)-} &= E^{(3)-} + R^{(3)-} E^{(C)+} + T^{(3)-} E^{(D)-} \\
E^{(D)+} &= E^{(3)+} + R^{(3)+} E^{(D)-} + T^{(3)+} E^{(C)+} \\
E^{(D)-} &= E^{(0)-}.
\end{align*}
\]

We can now directly derive from Eq. (18) the total fields \(E^{(A)+}\) and \(E^{(B)+}\) in regions A and B. Due to the symmetry of the system, and using the invariance with respect to the exchange in the indexes of the fields and scattering operators,

\[
(A, B, C, D, +, -, -) \rightarrow (D, C, B, A, -, +),
\]

we can derive total fields \(E^{(C)+}\) and \(E^{(D)+}\) in regions C and D. This invariance is of course already manifest in the system of equations (18) itself.

**B. Many-body scattering operators**

The solution of the system (18) can be conveniently provided in terms of many-body scattering operators taking into account the presence of two or three bodies at the same time. This was already done in the case of two bodies [29], where the operators,

\[
\begin{align*}
U^{(1,2)} &= \sum_{n=0}^{+\infty} (R^{(1)+} R^{(2)-})^n = (1 - R^{(1)+} R^{(2)-})^{-1}, \\
U^{(2,1)} &= \sum_{n=0}^{+\infty} (R^{(2)-} R^{(1)+})^n = (1 - R^{(2)-} R^{(1)+})^{-1},
\end{align*}
\]

have been defined, describing the infinite series of multiple reflections in the cavity formed by bodies 1 and 2. This interpretation explains why only \(R^{(1)+}\) and \(R^{(2)-}\) appear, i.e., the reflection operators of each body associated with the side on which the other body is located. We generalize here this definition by first introducing two-body reflection and transmission operators using the following intuitive definition given in the particular case of bodies 1 and 2,

\[
\begin{align*}
R^{(12)+} &= R^{(2)+} + T^{(2)+} U^{(1,2)} R^{(1)+} T^{(2)-}, \\
R^{(12)-} &= R^{(1)+} + T^{(1)-} U^{(2,1)} R^{(2)-} T^{(1)+}, \\
T^{(12)+} &= T^{(2)+} U^{(1,2)} T^{(1)+}, \\
T^{(12)-} &= T^{(1)-} U^{(2,1)} T^{(2)-}.
\end{align*}
\]

For example, the scattering processes participating in the definition of \(R^{(12)+}\) [reflection on the right-hand side of the couple of bodies \((1,2)\)] are both single reflection on body 2 \((R^{(2)+})\) and the transmission inside the cavity \((1,2)\), the series of multiple reflections, and finally the transmission out of the cavity (described by the second term of the sum). An appropriate modification of Eq. (21) gives the definition of the two-body reflection and transmission operators for the couple \((2,3)\). The definition (21) allows one now to define iteratively three-body intracavity \(U\) operators such as

\[
\begin{align*}
U^{(1,23)} &= (1 - R^{(1)+} R^{(23)})^{-1}, \\
U^{(23,1)} &= (1 - R^{(23)-} R^{(1)+})^{-1}, \\
U^{(12,3)} &= (1 - R^{(12)+} R^{(3)+})^{-1}, \\
U^{(3,12)} &= (1 - R^{(3)-} R^{(12)+})^{-1},
\end{align*}
\]

and finally three-body reflection and transmission operators,

\[
\begin{align*}
R^{(123)+} &= R^{(3)+} + T^{(3)+} U^{(1,23)} R^{(12)+} T^{(3)-}, \\
R^{(123)-} &= R^{(12)-} + T^{(12)-} U^{(3,12)} R^{(3)-} T^{(12)+}, \\
T^{(123)+} &= T^{(3)+} U^{(12,3)} T^{(12)+}, \\
T^{(123)-} &= T^{(12)-} U^{(3,12)} T^{(3)-}.
\end{align*}
\]

It is clear that in Eq. (23), in order to write the three-body reflection and transmission operators, we have conceptually separated them in the two groups: \((1,2)\) and \((3)\). It is possible to show that the alternative choice \([1\text{ and }2,3]\), giving, for example,

\[
R^{(123)+} = R^{(23)+} + T^{(23)+} U^{(1,23)} R^{(1)+} T^{(23)-},
\]

leads to equivalent results. The choice of this subdivision is then only a matter of (theoretical or numerical) convenience.

The introduction of many-body reflection, transmission, and intracavity operators has the advantage of allowing one to write the total field in each region as a function of the source fields in a more compact and intuitive way.

**C. Total field in each region**

Using the just defined many-body scattering operators and performing simple algebraic manipulations on Eq. (18) we obtain the total fields in regions A and B,

\[
\begin{align*}
E^{(A)+} &= E^{(0)+} + \sum_{n=0}^{+\infty} (R^{(1)+} R^{(2)-})^n = (1 - R^{(1)+} R^{(2)-})^{-1}, \\
E^{(A)-} &= \sum_{n=0}^{+\infty} (R^{(1)+} R^{(2)-})^n = (1 - R^{(1)+} R^{(2)-})^{-1}, \\
E^{(B)+} &= U^{(1,23)} E^{(1)+} + R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + R^{(1)+} E^{(2)+} + T^{(1)-} U^{(3,2)} E^{(3)-} + T^{(1)+} E^{(3)+} + R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + (25)
\end{align*}
\]

\[
\begin{align*}
E^{(B)+} &= U^{(23,1)} E^{(3)+} + T^{(3)+} U^{(1,23)} R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + R^{(1)+} E^{(2)+} + T^{(1)-} U^{(3,2)} E^{(3)-} + T^{(1)+} E^{(3)+} + R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + (26)
\end{align*}
\]

\[
\begin{align*}
E^{(B)-} &= U^{(23,1)} E^{(3)+} + T^{(3)+} U^{(1,23)} R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + R^{(1)+} E^{(2)+} + T^{(1)-} U^{(3,2)} E^{(3)-} + T^{(1)+} E^{(3)+} + R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + (27)
\end{align*}
\]

\[
\begin{align*}
E^{(B)-} &= U^{(23,1)} [R^{(23)+} E^{(1)+} + T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + R^{(1)+} E^{(2)+} + T^{(1)-} U^{(3,2)} E^{(3)-} + T^{(1)+} E^{(3)+} + R^{(1)+} T^{(2)+} U^{(3,2)} R^{(3)-} E^{(2)+} + (28)
\end{align*}
\]
This concludes the derivation of the total field in each region as a function of the source fields $E^{(i)\phi} (i = 1, 2, 3, \phi = +, -)$ and the environmental field $E^{(e)\phi}$.

**D. Correlation functions of the source fields**

In order to proceed further we now need to know the correlation function of the source fields. These are discussed and derived in Ref. [29]. The main assumption behind the calculation of these correlation functions is the local thermal equilibrium, according to which each object radiates as it would do at thermal equilibrium at its own temperature [50].

$\nu_{\phi}(R) = \begin{cases} \frac{p_{[\phi]}^{(2\nu)} - \mathcal{R} P_{[\phi]}^{(2\nu)} R}{p_{[\phi]}^{(2\nu)} + (-1)^{m} R P_{[\phi]}^{(2\nu)} R} & \alpha = -1 \\ \frac{p_{[\phi]}^{(2\nu)} - \mathcal{R} P_{[\phi]}^{(2\nu)} R}{p_{[\phi]}^{(2\nu)} + (-1)^{m} R P_{[\phi]}^{(2\nu)} R} & \alpha = m \in [1, 2], \end{cases}$

and then express the correlation functions of the source fields under the form,

$$C^{(i)\phi} = \frac{\omega}{2\varepsilon_0 c^2} N \omega \left( \mathcal{R} P_{[\phi]}^{(2\nu)} R \right) - T^{(i)\phi} P_{i\phi}^{(2\nu)} T^{(i)\phi},$$ (31)

$$C^{(i)\phi,-\phi} = \frac{\omega}{2\varepsilon_0 c^2} N \omega \left( \mathcal{R} P_{[\phi]}^{(2\nu)} R \right) - T^{(i)\phi} P_{i\phi}^{(2\nu)} T^{(i)\phi},$$

$$C^{(i)\phi+\phi} = \delta_{\phi \phi} \frac{\omega}{2\varepsilon_0 c^2} N \omega P^{(i\phi)}_{[\phi]} R,$$ (33)

where for $\alpha \in \{1, 2, 3, e\}$ we have defined $N_{\alpha} = N(\omega, T_\alpha)$ and we have introduced the thermal population density,

$$N(\omega, T) = \frac{\hbar \omega}{2} \coth \left( \frac{\hbar \omega}{2 k_B T} \right) = \hbar \omega \left[ \frac{1}{2} + n(\omega, T) \right],$$ (34)

with

$$n(\omega, T) = \frac{1}{e^{\hbar \omega / k_B T} - 1}.$$ (35)

**E. Final result**

In Sec. IV C we have derived the expression of the total field in each region as a function of the source fields. This relation always being linear, we can write it under the general form,

$$E^{(\nu)\phi} = \sum_{i=1}^{3} \sum_{\alpha = \pm} A^{(\nu)\phi}_{\alpha\nu} E^{(\nu)\alpha} + \sum_{\alpha = \pm} B^{(\nu)\phi}_{\nu\alpha} E^{(e)\alpha},$$ (36)

where $\nu \in \{A, B, C, D\}$. From this general expression we simply derive the general expression of the correlation functions of the total field in the region $\nu$,

$$C^{\phi \phi} = \sum_{i=1}^{3} \sum_{\alpha = \pm} A^{(\nu)\phi}_{\alpha\nu} A^{(i)\alpha \phi} + \sum_{\alpha = \pm} B^{(\nu)\phi}_{\nu\alpha} C^{(\nu)\phi} B^{(i)\phi} \phi,$$ (37)

where $C^{(\nu)} = C^{(\nu)\phi \phi}$. The coefficients $A^{(\nu)\phi}_{\alpha\nu}$ and $B^{(\nu)\phi}_{\nu\alpha}$ of the decomposition being known from Sec. IV C and the source correlation functions known from Sec. IV D, this concludes the derivation of the correlation functions of the total field in any region.

**V. GENERALIZED FLUX IN ANY REGION**

Using the results obtained in the previous section we are now able to derive the generalized flux $\varphi_m$ in the four regions A, B, C, and D. In region A we have, after lengthy algebraic manipulations,

$$\varphi_m^{(A)} = -\mathcal{R} \left[ \omega \mathcal{R} \left( N_1 + (-1)^m N_2 \right) P_{m}^{(2\nu)} \right]$$

$$+ N_1 U^{(2)} \mathcal{R} \left( N_2 \right) U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$+ N_3 \mathcal{R} \left( U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$+ N_4 \mathcal{R} \left( U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

where we have introduced the population differences $N_{\alpha \beta} = N_{\alpha} - N_{\beta}$, for $\alpha, \beta \in \{1, 2, 3, e\}$. This generalized flux is a function of the four temperatures defined in the system, as well as of the geometrical and dielectric properties of the three bodies, embedded in their scattering operators. In region B we have

$$\varphi_m^{(B)} = -\mathcal{R} \left[ \omega \mathcal{R} \left( (-1)^m N_1 U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$\times U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$+ N_3 \mathcal{R} \left( U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$+ N_4 \mathcal{R} \left( U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$\times U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$\times U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

$$\times U^{(2)} \mathcal{R} \left( \left( \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right) \mathcal{R} P_{m}^{(2\nu)} R \right),$$

For the two remaining fluxes (in regions C and D) we can once again exploit the symmetry of the system. These fluxes can be obtained from the results (38) and (39) in regions A and B.
with the index replacement,
\[(A,B,1,3, +, −) \leftrightarrow (D,C,3,1, −, +),\]  \tag{40}\]
and multiplying by \((-1)^m\).

**VI. THERMAL EQUILIBRIUM**

We will first consider the case of thermal equilibrium, assuming \(T_1 = T_2 = T_3 = T_e\). Indeed, even at equilibrium, the three-body force is quite unexplored, since only a three-atom configuration has been investigated \([48,49]\). All the fluxes of the Poynting vector are zero in each region,
\[\psi_{(ρ, eq)} = 0, \hspace{1em} γ = A, B, C, D.\]  \tag{41}\]
This property implies the fact that, as physically evident, the net flux on any body is zero when all the temperatures coincide. For the flux of the stress tensor we have
\[\varphi_{2}^{(A, eq)} = -2 \text{Tr} \left[ N(ω, T) \omega^{-1} \mathcal{P}_{1}^{(pw)} \right] = \varphi_{2}^{(D, eq)}, \tag{42}\]
\[\varphi_{2}^{(B, eq)} = -\text{Tr} \left[ \omega^{-1} N(ω, T) \times \left[ U^{(1,23)} f_{-1}(R(1)^{+}) U^{(1,23)} f_{2}(R(23)^{-}) + U^{(23,1)} f_{-1}(R(23)^{-}) U^{(23,1)} f_{2}(R(1)^{+}) \right] \right], \tag{43}\]
\[\varphi_{2}^{(C, eq)} = -\text{Tr} \left[ \omega^{-1} N(ω, T) \times \left[ U^{(3,12)} f_{-1}(R(3)^{−}) U^{(3,12)} f_{2}(R(12)^{+}) + U^{(12,3)} f_{-1}(R(12)^{+}) U^{(12,3)} f_{2}(R(3)^{−}) \right] \right], \tag{44}\]
We observe that the fluxes in the exterior regions A and D do not depend on the geometrical properties of the bodies, whereas this is not the case for the fluxes in the interior regions B and C.

**A. Force on body 1**

We are now ready to calculate the force acting on each body at thermal equilibrium, by taking the appropriate differences of fluxes calculated in the last section. We remind here that for simplicity we deal only with the \(z\) component of the force acting on each body. For the force acting on body 1 at thermal equilibrium we have, after manipulations analogous to the ones used in Ref. \([29]\),
\[\tilde{F}_{1z}^{(eq)} = \varphi_{2}^{(B, eq)} - \varphi_{2}^{(A, eq)} = -2 \text{Re} \left[ k z T_{1} \omega^{-1} N(ω, T) (U^{(1,23)} R(1)^{+} R(23)^{-}) + U^{(23,1)} R(23)^{-} R(1)^{+} \right]. \tag{45}\]
This result allows us to show explicitly the nonadditivity of Casimir-Lifshitz forces even at thermal equilibrium. To this aim we can compare the force \(\tilde{F}_{1z}^{(eq)}\) obtained in the present purely three-body approach to the sum of the two-body forces produced by each of the bodies 2 and 3 in the absence of the other. These forces can be calculated using the results of \([29]\) and their sum, i.e., the approximate additive result, reads
\[\tilde{F}_{1z}^{(eq)} = -2 \text{Re} \left[ k z T_{1} \omega^{-1} N(ω, T) \times (U^{(1,2)} R(1)^{+} R(2)^{-} + U^{(2,1)} R(2)^{-} R(1)^{+} + U^{(1,3)} R(1)^{+} R(3)^{-} + U^{(3,1)} R(3)^{-} R(1)^{+}) \right], \tag{46}\]
which is manifestly different from the exact three-body result \((45)\).

**B. Force on body 3**

The force acting on body 3 at thermal equilibrium can be deduced directly from the symmetry arguments discussed in the preceding sections. The exact force is given by
\[\tilde{F}_{3z}^{(eq)} = \varphi_{2}^{(D, eq)} - \varphi_{2}^{(C, eq)} = 2 \text{Re} \left[ k z T_{3} \omega^{-1} N(ω, T) (U^{(1,23)} R(1)^{+} R(23)^{-}) + U^{(3,12)} R(3)^{-} R(12)^{−} + U^{(12,3)} R(12)^{+} R(3)^{-} + U^{(3,12)} R(3)^{-} R(1)^{+} \right], \tag{47}\]
while the sum of the forces produced by each of the bodies 1 and 2 in the absence of the other would be
\[\tilde{F}_{3z}^{(eq)} = 2 \text{Re} \left[ k z T_{3} \omega^{-1} N(ω, T) \times (U^{(1,2)} R(1)^{+} R(2)^{-} + U^{(2,1)} R(2)^{-} R(1)^{+} + U^{(1,3)} R(1)^{+} R(3)^{-} + U^{(3,1)} R(3)^{-} R(1)^{+}) \right]. \tag{48}\]

**C. Force on body 2**

To conclude this section, we finally give the force acting on body 2 at thermal equilibrium. We have
\[\tilde{F}_{2z}^{(eq)} = \varphi_{2}^{(C, eq)} - \varphi_{2}^{(B, eq)} = -2 \text{Re} \left[ k z T_{2} \omega^{-1} N(ω, T) \times \left( U^{(1,2)} R(1)^{+} R(2)^{-} + U^{(2,1)} R(2)^{-} R(1)^{+} + U^{(1,3)} R(1)^{+} R(3)^{-} + U^{(3,1)} R(3)^{-} R(1)^{+} \right) \right] \tag{49}\]
The sum of the two-body forces produced by bodies 1 and 3 reads
\[\tilde{F}_{2z}^{(eq)} = -2 \text{Re} \left[ k z T_{2} \omega^{-1} N(ω, T) \times \left( U^{(1,2)} R(1)^{+} R(2)^{-} + U^{(2,1)} R(2)^{-} R(1)^{+} + U^{(1,3)} R(1)^{+} R(3)^{-} + U^{(3,1)} R(3)^{-} R(1)^{+} \right) \right] \tag{50}\]
It is easy to verify that at thermal equilibrium the net force acting on the three-body system vanishes, i.e.,
\[\tilde{F}_{2z}^{(eq)} = - (\tilde{F}_{1z}^{(eq)} + \tilde{F}_{3z}^{(eq)}). \tag{51}\]

**VII. OUT OF THERMAL EQUILIBRIUM**

In Sec. V we have derived the generalized flux in any region of the system. In particular, Eqs. \((38)\) and \((39)\) give the generalized fluxes in regions A and B, whereas the corresponding quantities in regions C and D can be easily obtained by symmetry arguments as discussed above. As discussed in Sec. III, this knowledge allows us to deduce the force and the heat transfer on any body. In this context, one must remember that the force is given by \(\varphi_{2}\) on the right side.
of the body minus the same quantity on the left side, while the opposite difference of \( \psi_1 \) provides the heat transfer.

A. Force and heat transfer on body 1

In order to give force and heat transfer acting on body 1 we first recast the expression (39) of the generalized flux in the following form,

\[
\varphi^{(B)}_{m} = \delta_{m2} \left[ F_{1c}^{(eq)}(T_1) - 2 \text{Tr} \left( N_1 \omega^{-1} P_1^{(pw)} \right) \right] + \Delta^{(B)}_{m},
\]

where

\[
\Delta^{(B)}_{m} = -\hbar \{ \omega^{2-m} \left[ n_{21} U^{(2,1)} f_\omega(R^{(2)-}) U^{(23,1)} f_m(R^{(1)+}) + n_{32} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) U^{(23,1)} f_m(R^{(1)+}) + \right. \\
\left. + n_{21} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) f_m(R^{(1)+}) + \left( -1 \right)^m n_{13} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) f_m(R^{(1)+}) \right].
\]

The main advantage of the new expression (52) is that it separates an equilibrium contribution which is different from zero only for the force \( (m = 2) \), and a nonequilibrium term \( \Delta^{(B)}_{m} \) manifestly vanishing at thermal equilibrium.

The final result for both force and heat transfer on body 1 out of thermal equilibrium is the following:

\[
\begin{align*}
H_1 &= \Delta_{1,1}, \\
F_{1c} &= F_{1c}^{(eq)}(T_1) + \Delta_{1,2},
\end{align*}
\]

where the complete nonequilibrium contribution on body 1 is given by

\[
\Delta_{1,m} = -2\delta_{m2} \text{Tr} \left( N(\omega,T_1) \omega^{-1} P_1^{(pw)} \right) + \left( -1 \right)^m \left( \Delta^{(B)}_{m} - \varphi^{(A)}_{m} \right),
\]

which gives

\[
\begin{align*}
\Delta_{1,m} &= -\left( -1 \right)^m \hbar \{ \omega^{2-m} \left[ n_{13} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) f_m(R^{(1)+}) + \left( -1 \right)^m n_{13} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) f_m(R^{(1)+}) \right]
\end{align*}
\]

This expression is one of the main results of the paper. It gives the heat transfer \( (m = 1) \) and the nonequilibrium contribution to the force \( (m = 2) \) on body 1 for an arbitrary set of three bodies having arbitrary geometry, dielectric properties and temperatures, and immersed in a thermal bath having a fourth different temperature. It is easy to verify that in the limit of the absence of body 1 \( (R^{(1)p} = 0 \) and \( T^{(1)p} = 1 \) the nonequilibrium term \( \Delta_{1,m} \) goes to zero, as well as the equilibrium force \( F_{1c}^{(eq)} \) of (45). Moreover, we observe that the contributions proportional to \( n_{21} \) and \( n_{31} \) go to zero in absence of body 2 and 3, respectively. In this sense they can be interpreted as the contribution to force and heat transfer associated with the exchange of energy and momentum between body 1 and each one of bodies 2 and 3. Nevertheless, one must keep in mind both that this subdivision is a matter of convenience and that the exchanges between body 1 and the two others are indeed dependent on the presence of the third body, as evident in Eq. (56). This represents an explicit confirmation of the nonadditive character of Casimir-Lifshitz force and radiative heat transfer.

We conclude this section reminding that the force and heat transfer on body 3 out of thermal equilibrium can be obtained by simple symmetry arguments from the results we have just discussed concerning body 1.

B. Force and heat transfer on body 2

In analogy with what we have done in Sec. VII A we first express the generalized flux in region B under the form,

\[
\varphi^{(B)}_{m} = \delta_{m2} \left[ F_{1c}^{(eq)}(T_2) - 2 \text{Tr} \left( N_2 \omega^{-1} P_1^{(pw)} \right) \right] + \Delta^{(B)}_{m},
\]

where

\[
\Delta^{(B)}_{m} = -\hbar \{ \omega^{2-m} \left[ n_{12} U^{(1,2)} f_\omega(R^{(1)+}) U^{(1,23)} f_m(R^{(2)-}) + n_{32} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) U^{(23,1)} f_m(R^{(1)+}) + \right. \\
\left. + n_{32} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) f_m(R^{(1)+}) + \left( -1 \right)^m n_{13} U^{(2,1)} T^{(2)-} U^{(3,2)} f_\omega(R^{(3)-}) f_m(R^{(1)+}) \right],
\]

This result allows us to write a similar expression for the generalized flux in region C, obtaining

\[
\varphi^{(C)}_{m} = \delta_{m2} \left[ -F_{1c}^{(eq)}(T_3) - 2 \text{Tr} \left( N_3 \omega^{-1} P_1^{(pw)} \right) \right] + \Delta^{(C)}_{m},
\]
where

\[
\Delta_m^{(C)} = -\hbar \text{Tr} \left\{ \omega^{2-m} \left[ (-1)^m n_{12} U_{(12,3)} T^{(2)+} U^{(1,2)} f_{-1} (R^{(1)+}) U^{(1,2)+} U^{(12,3)} f_m (R^{(3)}) - \right. \right. \\
+ n_{32} U^{(3,12)} T^{(2)+} U^{(3,12)} f_m (R^{(12)}) + (-1)^m n_{13} U_{(12,3)} T^{(2)+} U^{(12,3)+} f_m (R^{(3)}) - \\
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The two-body reflection operators for the couple (12) are given by
\[
\rho^{(1)(2)} = \rho^{(1)(2)} e^{2i k_z (d_{12} + d_{13})},
\]
and the two-body transmission operators are given by
\[
\tau^{(1)(2)} = \tau^{(1)(2)} e^{2i k_z (d_{12} + d_{13})}.\]  

The fact that the operators $R^{(i)(j)}$ and $T^{(i)(j)}$ are diagonal implies that the same property holds also for the many-body scattering operators as well as for the intracavity operators defined in Sec. IV B. As a consequence, the relations defining these operators simply become scalar expressions connecting the matrix element $u$ of the operators $U$, and the matrix elements $\rho$ and $\tau$ of the reflection and transmission operators, respectively. We start with the two-body intracavity operators, for which we have
\[
\begin{align*}
u^{(1)} &= (1 - \rho^{(1)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
u^{(2)} &= (1 - \rho^{(2)} e^{2i k_z (d_{12} + d_{13})})^{-1}. \\
\end{align*}
\]

The two-body reflection operators for the couple (12) are given by
\[
\begin{align*}ho^{(1)(2)} &= \rho^{(1)(2)} + (\tau^{(2)} u^{(1)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\rho^{(2)(1)} &= \rho^{(2)(1)} + (\tau^{(1)} u^{(2)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\rho^{(1)(2)} &= \rho^{(1)(2)} - (\tau^{(2)} u^{(1)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\rho^{(2)(1)} &= \rho^{(2)(1)} - (\tau^{(1)} u^{(2)} e^{2i k_z (d_{12} + d_{13})})^{-1}. \\
\end{align*}
\]

The two-body transmission operators are given by
\[
\begin{align*}
u^{(1)} &= \nu^{(1)} + (\tau^{(1)} u^{(2)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\nu^{(2)} &= \nu^{(2)} + (\tau^{(2)} u^{(1)} e^{2i k_z (d_{12} + d_{13})})^{-1}. \\
\end{align*}
\]

We finally have the three-body intracavity operators,
\[
\begin{align*}
\nu^{(1,23)} &= \nu^{(1,23)} (1 - \rho^{(1)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\nu^{(1,23)} &= \nu^{(1,23)} (1 - \rho^{(2)} e^{2i k_z (d_{12} + d_{13})})^{-1}. \\
\end{align*}
\]

and the three-body reflection and transmission operators,
\[
\begin{align*}
\rho^{(1,23)} &= \rho^{(1,23)} + (\tau^{(3)} u^{(1,23)} \rho^{(2,3)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\rho^{(2,3)} &= \rho^{(2,3)} + (\tau^{(3)} u^{(1,23)} \rho^{(1,2)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\rho^{(1,23)} &= \rho^{(1,23)} - (\tau^{(3)} u^{(1,23)} \rho^{(2,3)} e^{2i k_z (d_{12} + d_{13})})^{-1}, \\
\rho^{(2,3)} &= \rho^{(2,3)} - (\tau^{(3)} u^{(1,23)} \rho^{(1,2)} e^{2i k_z (d_{12} + d_{13})})^{-1}. \\
\end{align*}
\]

A. Pressure and heat transfer on slab 1

We are now ready to give the expression of the force and heat transfer acting on slab 1. As discussed in Ref. [29], in the presence of an infinite planar slab the result of the calculation is the pressure acting on the slab, the force being formally infinite. For the equilibrium three-body pressure we have from Eq. (45),
\[
P^{(eq)}_{l_1} = -\frac{1}{\pi^2} \sum_p \int_0^{+\infty} d\omega \frac{N(\omega, T_1)}{\omega} \times \int_0^{+\infty} dk k^2 \rho_p^{(1)}(k, \omega) \rho_p^{(2)}(k, \omega) e^{2i k_z d_{12}}.
\]

This calculation can be performed, as usual, by means of the rotation to the imaginary axis.

It is useful to remember that the genuine two-body force acting on slab 1 in the presence of only slab 2 is
\[
P^{(eq)}_{l_1} = -\frac{1}{\pi^2} \sum_p \int_0^{+\infty} d\omega \frac{N(\omega, T_1)}{\omega} \times \int_0^{+\infty} dk k^2 \rho_p^{(1)}(k, \omega) \rho_p^{(2)}(k, \omega) e^{2i k_z d_{12}}.
\]

In the presence of only slab 3, the pressure $P^{(eq)}_{l_1}$ is obtained from the expression for $P^{(eq)}_{l_1}$ by modifying $\rho^{(2)}$ into $\rho^{(3)}$ and $d_{12}$ into $d_{12} + d_{12} + d_{13}$, i.e., the distance between slabs 1 and 3. It is also useful to define the sum,
\[
P^{(eq)}_{l_1} = P^{(eq)}_{l_1} + P^{(eq)}_{l_3},
\]
which is the total two-body pressure acting on body 1.

As for the nonequilibrium contribution, it can be written under the following form:
\[
\begin{align*}
A_{l_1 m} &= -(-1)^m \frac{\hbar}{4\pi^2} \mu_1 \left[ T^{(2,mpw)}_{l_1 m}(T_2) - T^{(2,mpw)}_{l_1 m}(T_1) \\
+ T^{(2,mpw)}_{l_1 m}(T_2) - T^{(2,mpw)}_{l_1 m}(T_1) + A^{(mpw)}_{l_3 m}(T_3) \\
- A^{(mpw)}_{l_3 m}(T_2) - A^{(mpw)}_{l_3 m}(T_1) - A^{(mpw)}_{l_3 m}(T_1) \\
+ A^{(mpw)}_{l_3 m}(T_3) - A^{(mpw)}_{l_3 m}(T_1),
\end{align*}
\]

where we have explicitly separated the contribution coming from evanescent waves (associated with the interactions between body 1 and the two others) and from propagative ones (including also the exchange with the environment). Using Eq. (56) we obtain the following explicit expressions of the functions appearing in Eq. (79) relative to the coupling with body 2:
\[
\begin{align*}
A^{(2,mpw)}_{l_1 m}(T) &= \sum_p \int_0^{+\infty} d\omega \omega^2 n(\omega, T) \\
	imes \int_0^{+\infty} dk k^2 \rho^{(2,mpw)}(k, \omega) |u^{(1,23)}|^2 (1 + (-1)^m |\rho^{(1,2)}|^2 - |\tau^{(1,2)}|^2) \\
	imes [1 - |\rho^{(2,23)}|^2 - |\tau^{(2,23)}|^2 (1 - |\rho^{(2,3)}|^2)]
\end{align*}
\]
three parallel slabs. Here we will consider a configuration of Casimir force, in the particular case of

\[ A^{(2,3)}_{1,m}(T) \]

\[ = 2^{m} \sum_{\mu} \int_{0}^{+\infty} d\omega \omega^{2-m}n(\omega, T) \]

\[ \times \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} dk \left[ \text{Im}(k_{z}) \right]^{m-1} |u^{(1,23)}|^{2}(\rho^{(1)} + (-1)^{m}\rho^{(1)}) \]

\[ \times \text{Im}(\hat{\rho}^{(23)}) - |\tau^{(2)}|^{2} \text{Im}(\rho^{(3)}) \]

\[ \times e^{-2\text{Im}(k_{z})(d_{12} + d_{23})} \]

(81)

with body 3,

\[ A^{(3,pw)}_{1,m}(T) \]

\[ = \sum_{\mu} \int_{0}^{+\infty} d\omega \omega^{2-m}n(\omega, T) \]

\[ \times \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} dk k k_{z}^{m-1} |u^{(1,23)}|^{2}(u^{(2,3)} |\tau^{(2)}|^{2} \]

\[ \times (\rho^{(1)} + (-1)^{m}\rho^{(1)}) \text{Im}(\rho^{(3)}) e^{-2\text{Im}(k_{z})(d_{12} + d_{23} + d_{30})} \]

(82)

and with the environment,

\[ A^{(3,ew)}_{1,m}(T) \]

\[ = 2^{m} \sum_{\mu} \int_{0}^{+\infty} d\omega \omega^{2-m}n(\omega, T) \]

\[ \times \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} dk k k_{z}^{m-1} \]

\[ \times |u^{(1,23)}|^{2} |1 + (-1)^{m}|\rho^{(1)}|^{2} - |\tau^{(1)}|^{2} \]

\[ + (-1)^{m}(|u^{(1,23)}|^{2} - 1)(1 + (-1)^{m}|\rho^{(23)}|^{2} - |\tau^{(2)}|^{2}) \]

\[ + |\hat{\rho}^{(23)}|^{2} - |\hat{\rho}^{(123)}|^{2} \].

(83)

1. Numerical application: nonadditivity of the force at thermal equilibrium

In this section, we will perform a quantitative analysis of the nonadditivity of Casimir force, in the particular case of three parallel slabs. Here we will consider a configuration at thermal equilibrium at \( T = 300 \) K and three slabs made of sapphire (Al\(_{2}\)O\(_{3}\)). The numerical data used for this material are taken from [51]. Besides the values of the two- and three-body forces, we will consider the relative difference, the relative change of some microns. Figure 5(b) describes instead the highest results are concentrated around the dashed curve.

We first plot in Fig. 3 the absolute values of the two- and three-body force acting on body 1. For this calculation, we have fixed the distance between slabs 1 and 3 to be \( 7 \) \( \mu \)m and varied the distance \( d_{12} \) between slabs 1 and 2, i.e., the position of slab 2 between the external ones. By representing the two forces for \( d_{12} \) between 2 and \( 6 \) \( \mu \)m we see that a visible deviation is indeed present above \( 3 \) \( \mu \)m, and in particular the sum of two-body contributions always overestimates the exact result.

In order to get a quantitative insight on the nonadditivity we have studied the relative difference (85) for four different values of the thickness \( \delta_{2} \) and as a function of both \( d_{12} \) and \( d_{23} \). The results are shown in Fig. 4. According to the values of the three parameters, relative differences up to 20% can be observed. These plots allow one to identify the regions of parameters where an additive approximation gives or does not a good approximation for the total force acting on body 1. To this aim we have traced the dot-dashed line corresponding to a relative difference of 10%. Moreover, we observe that the highest results are concentrated around the dashed curve associated with the points where \( P_{12}^{(eq)} = P_{12}^{(eq)} \), i.e., where the two-body forces coming from bodies 2 and 3 give the same contribution.

We have finally considered the dependence of nonadditivity on the thickness \( \delta_{2} \). To this aim, for each value of \( \delta_{2} \) between 1 \( \mu \)m and 1 \( \mu \)m we have explored the regions (10 \( \mu \)m, 100 \( \mu \)m) of \( d_{12} \) and \( d_{23} \) and found the couple \( (d_{12}, d_{23}) \) corresponding to a maximum value of \( \Delta P \). The path followed by this couple as a function of \( \delta_{2} \) is represented in Fig. 5(a). In this figure, the red points correspond to the points of Fig. 5(b) (see caption for more details). We remark that for values of \( \delta_{2} \) around 1 \( \mu \)m both the values of \( d_{12} \) and \( d_{23} \) are of the order of some microns. Figure 5(b) describes instead the highest values of \( \Delta P \) as a function of \( \delta_{2} \).
[always considering \(d_{12}, d_{23} \in (10 \text{ nm}, 100 \text{ nm})\)]. First of all we observe the presence of a plateau, roughly in the region \(\delta_2 \in (100 \text{ nm}, 10 \mu\text{m})\), where the relative difference can reach a significant value of 20%. As mentioned before, this region corresponds indeed to experimentally reasonable values of the couple of distances \((d_{12}, d_{23})\). Finally, we see that both for large and small \(\delta_2\) the relative difference goes to zero. This is physically expected, since both limiting cases correspond to a two-body interaction: For very large \(\delta_2\) the force acting on body 1 is almost insensitive to the presence of body 3, whereas in the theoretical limit of \(\delta_2\) going to 0 the force on body 1 is only due to body 3.

**B. Pressure and heat transfer on slab 2**

We now proceed dealing with pressure and heat transfer on the intermediate slab 2. We start with the equilibrium pressure, which reads

\[
P_{2e}^{(\text{eq})}(T_1) = -\frac{1}{\pi^2} \text{Re} \sum_p \int_0^{+\infty} d\omega \ N(\omega, T_1)\frac{\rho_p(3)(\omega, \omega)\rho_p(12)(\omega, \omega)e^{2ikzd_1}}{1 - \rho_p(3)(\omega, \omega)\rho_p(12)(\omega, \omega)e^{2ikzd_1}}\int_0^{+\infty} d\omega k\frac{\rho_p(3)(\omega, \omega)\rho_p(12)(\omega, \omega)e^{2ikzd_1}}{1 - \rho_p(3)(\omega, \omega)\rho_p(12)(\omega, \omega)e^{2ikzd_1}}
\]

(86)

The nonequilibrium contribution is again presented under the form of a sum of contributions coming from bodies 1 and 3 and from the environment, as follows:

\[
\Delta A_{2, m} = -(1)^m \frac{h}{4\pi^2} \left[ A_{2, m}^{(1, pw)}(T_1) - A_{2, m}^{(1, pw)}(T_2) + A_{2, m}^{(1, ew)}(T_1) - A_{2, m}^{(1, ew)}(T_2) + A_{2, m}^{(3, pw)}(T_2) - A_{2, m}^{(3, pw)}(T_1) + A_{2, m}^{(3, ew)}(T_2) - A_{2, m}^{(3, ew)}(T_1) \right],
\]

(87)

where the individual terms are defined as

\[
A_{2, m}^{(1, pw)}(T) = (-1)^m \sum_p \int_0^{+\infty} d\omega \omega^{-2-m} n(\omega, T)
\]

\[
\times \int_0^{+\infty} dk k k^{-1} \left( -|u(1)^m| - |\tau(1)^m| \right)
\]

\[
\times \left[ \omega(12, 3)^2 \right] \left( 1 + (-1)^m |\rho(3)|^2 \right)
\]

\[
- |\eta(1, 23)|^2 \left( 1 + (-1)^m |\rho(23)^m|^2 \right)
\]

(88)

\[
A_{2, m}^{(1, ew)}(T) = 2i^m (-1)^m \sum_p \int_0^{+\infty} d\omega \omega^{-2-m} n(\omega, T)
\]

\[
\times \int_0^{+\infty} dk k \left[ \text{Im}(\omega)^{-1} \text{Im}(\rho(1)^m) \right]
\]

\[
\times \left[ -|u(1, 23)^m| \left( \rho(23)^m \right) + (-1)^m |\rho(23)^m| \right]
\]

\[
\times \left[ \omega(12, 3)^2 \right] \left( 1 + (-1)^m |\rho(3)|^2 \right)
\]

\[
e^{-2i\text{Im}(\omega)kzd_{2, m}}
\]

(89)
A^{(3,pw)}_{2,m}(T) = \sum_p \int_0^{+\infty} d\omega \omega^{2-m} n(\omega,T) \\
\times \int_0^{\tilde{z}} dk \ k \ k_\omega^{m-1} (1 - |\rho(3)|^2 - |\tau(3)|^2) \\
\times \left[ -|\tau_2 u(2,3) u(1,23)|^2 (1 + (-1)^m |\rho(1)|^2) \\
+ |u(12,3)|^2 (1 + (-1)^m |\rho(12)+|^2) \right], \quad (90)

A^{(3,ew)}_{2,m}(T) = 2 \sum_p \int_0^{+\infty} d\omega \omega^{2-m} n(\omega,T) \\
\times \int_0^{\tilde{z}} dk \ k \ [\text{Im}(k_\omega)]^{m-1} \text{Im}(\rho(3)) \\
\times \left[ |u(12,3)|^2 (\rho(12)+ + (-1)^m \rho(12)+) \\
- |\tau_2 u(2,3) u(1,23)|^2 (\rho(1)+ + (-1)^m \rho(1)+) \\
\times e^{-2 \text{Im}(k_\omega) \delta_{v}} \right], \quad (91)

A^{(e,pw)}_{2,m}(T) = \sum_p \int_0^{+\infty} d\omega \omega^{2-m} n(\omega,T) \int_0^{\tilde{z}} dk \ k_\omega^{m-1} \\
\times \left[ |u(12,3)|^2 (1 + (-1)^m |\rho(12)+|^2) \\
- |u(12,3)|^2 (1 + (-1)^m |\rho(1)+|^2) \\
- (-1)^m |u(12,3)|^2 (1 + (-1)^m |\rho(23)-|^2) \\
+ (-1)^m |u(12,3)|^2 (1 + (-1)^m |\rho(3)+|^2) \right]. \quad (92)

1. Numerical application: equilibrium temperature of slab 2

We will now present a numerical application of the formulas deduced in the previous section, focusing in particular on the heat transfer on the intermediate slab. In this context we will refer to an idea introduced in Ref. [47], where we discussed how a three-body configuration can produce an enhancement of the energy transfer on one of the two external slabs. In this work, in order to make the comparison of energy transfers between a two- and three-body configuration meaningful, we chose for the temperature of the intermediate slab (the one added with respect to the two-body case) the value making the flux on this intermediate slab zero. In this sense, the main point was that no additional external energy source (a thermostat) needed to be added to the system. In this section we will provide a study of how this equilibrium temperature varies as a function of the position of the intermediate slab for two given cavity widths.

The results are shown in Fig. 6. We show the temperature at which the heat flux (87) (for $m = 1$) vanishes (found using a simple bisection method) as a function of the position $z_2$ of slab 2 (see Fig. 2). For this calculation we have chosen three SiC slabs, whose dielectric permittivity is described using the simple model [51]

$$\varepsilon(\omega) = \varepsilon_\infty \omega^2 - \varepsilon_0^2 + i \Gamma \omega \omega^2 - \varepsilon_0^2 + i \Gamma \omega,$$

where $\varepsilon_\infty = 6.7$, $\omega_0 = 1.827 \times 10^{14}$ rad s$^{-1}$, $\omega_h = 1.495 \times 10^{14}$ rad s$^{-1}$, and $\Gamma = 0.9 \times 10^{12}$ rad s$^{-1}$. This model implies a surface phonon-polariton resonance at $\omega_p = 1.787 \times 10^{14}$ rad s$^{-1}$. Finally, the thicknesses of the three slabs are $\delta_1 = 5 \mu$m and $\delta_2 = 1 \mu$m and we considered two different values of the cavity width, namely $D = 6 \mu$m and $D = 10 \mu$m.

In Ref. [47], the scenario considered was always symmetric, in the sense that the external slabs coincided and that slab 2 was always in the center of the cavity. Under this assumption we showed that in the spectrum of heat flux on body 2 the quantity $2n(\omega, T_2) - n(\omega, T_1) - n(\omega, T_1)$ factorizes. As a consequence, in the case of a quasimonochromatic flux at frequency $\omega_0$, imposing that this quantity vanishes gives a first estimate of the equilibrium temperature. It is well known that in the presence of a surface resonance mode such as surface phonon polaritons the near-field heat transfer is quasimonochromatic at this resonance frequency [52]. This enabled us to estimate the equilibrium temperature in Ref. [47] with good precision. In the present case, this criterion gives an equilibrium temperature around 310 K, representing a less precise estimate of the one, numerically.
The temperature is defined as the one implying a zero net heat flux on body 2. The temperature of the external slabs are \( T_1 = 250 \text{ K} \) and \( T_2 = 350 \text{ K} \), the environmental temperature is \( T_e = 300 \text{ K} \), and two different values of the cavity width are shown: \( D = 6 \text{ \( \mu \)m} \) (solid red line) and \( D = 10 \text{ \( \mu \)m} \) (dashed blue line). All three slabs are made of SiC and their thicknesses are \( \delta_1 = \delta_3 = 5 \text{ \( \mu \)m} \) and \( \delta_2 = 1 \text{ \( \mu \)m} \).

One can note from the dependence of the equilibrium temperature on distance in Fig. 6 the presence of a nonlinear behavior, which reflects the nonlinear behavior of \( n(\omega, T) \). As expected, the equilibrium temperature tends to \( T_1 \) (\( T_2 \)) when slab 2 approaches slab 1 (slab 3).

**IX. FORCE ON AN ATOM BETWEEN TWO SLABS**

In this section we will discuss the force acting on one atom placed between two parallel slabs in a configuration out of thermal equilibrium. The geometry of the system is described in Fig. 7. We note with \( D \) the width of the cavity, i.e., the distance between the two slabs. Moreover we note simply with \( R \) the atomic coordinate: in virtue of the cylindrical symmetry of our configuration, we expect all the results to depend only on the \( z \) coordinate of the atom. Finally \( z = 0 \) is the plane at the center of the cavity. Since the atom represents body 2 in our formalism, for the sake of clarity we keep for the two slabs the indexes 1 and 3.

In order to deduce the force acting on the atom both at and out of thermal equilibrium we need the expression of its scattering (both reflection and transmission) operators. As discussed in Ref. [53], these operators can be calculated within the dipole approximation by describing the atom as an induced dipole \( \mathbf{d}(\omega) = \alpha(\omega) \mathbf{E}(\mathbf{R}, \omega) \) proportional to the component of the electric field at frequency \( \omega \) calculated at the atomic position \( \mathbf{R} \), the proportionality factor being the atomic dynamical polarizability \( \alpha(\omega) \). It is convenient to write the atomic transmission operator under the form \( T^\omega_\Lambda = 1 + \mathcal{T}^\omega_\Lambda \) where we introduce the identity operator and an operator \( \mathcal{T}^\omega_\Lambda \) which, in analogy with the reflection operator \( \mathcal{R}^\omega_\Lambda \), gives no contribution in the absence of the atom. Using these definition we have [53]

\[
\langle \mathbf{k}, p | \mathcal{R}^\omega_\Lambda(\omega) | \mathbf{k}', p' \rangle = \frac{i \omega^2 \alpha(\omega)}{2 \epsilon_0 c^2 k_z} \left( \hat{\epsilon}^\omega_p(\mathbf{k}, \omega) \cdot \hat{\epsilon}^\omega_p(\mathbf{k}', \omega) \right) \times \exp[-i(\mathbf{k} \cdot \mathbf{r} + k_z' z)],
\]

\[
\langle \mathbf{k}, p | \mathcal{T}^\omega_\Lambda(\omega) | \mathbf{k}', p' \rangle = \frac{i \omega^2 \alpha(\omega)}{2 \epsilon_0 c^2 k_z} \left( \hat{\epsilon}^\omega_p(\mathbf{k}, \omega) \cdot \hat{\epsilon}^\omega_p(\mathbf{k}', \omega) \right) \times \exp[-i(\mathbf{k}' \cdot \mathbf{r} - k_z' z)].
\]  

(94)

Both operators are proportional to the dynamical polarizability \( \alpha(\omega) \) and vanish in the absence of the atom.

In order to calculate the force acting on the atom we have now to develop Eqs. (49) and (63) using the slab and atomic scattering operators (65) and (94) and keeping in mind that, coherently with the dipole approximation, we have to keep only the first order with respect to the atomic polarizability \( \alpha(\omega) \). Using the fact that the scattering operators of both slabs are diagonal, it is easy to show that the equilibrium contribution simplifies to

\[
F^{(eq)}_{\mathcal{L}} = -4 \text{Re Tr}[k_z \omega^{-1} N(\omega, T) u^{(1,3)}(\rho^{(3)} - \mathcal{R}^\omega_\Lambda) - \mathcal{R}^\omega_\Lambda].
\]

(95)

This expression equals the sum of the two two-body forces between the atom and each slab, apart from the presence of the intracavity reflection operator \( U^{(1,3)} \). In this case, this operator clearly provides the origin of the nonadditivity of Casimir forces, even in the case of a perturbative expansion. More explicitly, using the usual rotation to the imaginary axis, the

\[
\mathcal{T}^\omega_\Lambda = 1 + \mathcal{T}^\omega_\Lambda.
\]
different values of the cavity width $D$. The presence of one or two potential minima is evident in panels (d) and (f), respectively.

The previous expression explicitly becomes

$$
F_{\text{eq}}^{(\text{c})} = \frac{k_B T \alpha(0)}{2\pi \epsilon_0} \int dk k^3 u^{(1,3)}_{\text{TM}}(k,0) e^{-iD} \left[ \rho_{\text{TM}}^{(0)}(k,0) e^{2i\varepsilon z} - \rho_{\text{TM}}^{(1)}(k,0) e^{-2i\varepsilon z} \right] 
+ \frac{k_B T}{2\pi \epsilon_0 \xi_n} \sum_{n=1}^{+\infty} \xi_n \alpha(i\xi_n) \int dk k e^{-i\varepsilon z} D \left[ u^{(1,3)}_{\text{TE}}(k,i\xi_n) \left( \rho_{\text{TE}}^{(1)}(k,i\xi_n) e^{-2i\varepsilon z} - \rho_{\text{TE}}^{(0)}(k,i\xi_n) e^{2i\varepsilon z} \right) - u^{(1)}_{\text{TM}}(k,i\xi_n) \left( 2e^2k^2 \xi_n^2 + 1 \right) \left( \rho_{\text{TM}}^{(1)}(k,i\xi_n) e^{-2i\varepsilon z} - \rho_{\text{TM}}^{(3)}(k,i\xi_n) e^{2i\varepsilon z} \right) \right],
$$

(96)

where $\xi_n = 2\pi k_B T n / h$ is the $n$th Matsubara frequency and $\kappa_n = \sqrt{\xi_n^2/c^2 + k^2}$. The nonequilibrium contribution reads

$$
\Delta_{\text{NE}} = -\frac{\hbar}{4\pi \epsilon_0 c^2} \int d\omega \omega^2 \sum_{p} \left[ -n\omega \int_{-\infty}^{\infty} dk |u^{(1,3)}_{\text{TE}}(1 - |\rho_1|^2 - |\tau_1|^2) [2 \text{Im} \left( \rho_{\text{TM}} e^{2i(kz + \varepsilon z)} \right) (\mathbf{e}^+ \cdot \mathbf{e}^-) \text{Re}([\alpha(\omega)] + (1 - |\rho_1|^2) \text{Im}([\alpha(\omega)])])
+ 2n\omega \int_{-\infty}^{\infty} dk |u^{(1,3)}_{\text{TE}} \text{Im}(\rho_1) \left[ (1 - e^{-4\text{Im}(k,\varepsilon z)} |\rho_2|^2) (\mathbf{e}^+ \cdot \mathbf{e}^-) \text{Re}([\alpha(\omega)] e^{-2\text{Im}(k,\varepsilon z)})
- 2 \text{Im}(\rho_1) \text{Im}([\alpha(\omega)] e^{-2\text{Im}(k,\varepsilon z)}) \right] - \left[ \frac{3}{2} \frac{D}{2} z = \frac{D}{2} \mp z \right] + n\omega \int_{-\infty}^{\infty} dk |u^{(1,3)}_{\text{TE}} |^2 2(|\tau_1|^2 \text{Im} \left( \rho_{\text{TM}} e^{2i(kz + \varepsilon z)} \right) )
- |\tau_1|^2 \text{Im} \left( \rho_{\text{TM}} e^{2i(kz + \varepsilon z)} \right) (\mathbf{e}^+ \cdot \mathbf{e}^-) \text{Re}([\alpha(\omega)] - (|\tau_1|^2 (1 - |\rho_1|^2) - |\tau_1|^2 (1 - |\rho_1|^2)) \text{Im}([\alpha(\omega)])] \right],
$$

(97)

where in the fourth line one has to subtract the first term in square brackets (the one associated with the difference $n\omega$) after interchanging the indices 1 and 3 and $D/2 \pm z$ with $D/2 \mp z$. As a first example, we have used Eqs. (96) and (97) to calculate the force acting on a rubidium 87 atom [54] and the associated potential energy in a symmetric configuration taking $\delta_1 = \delta_3 = 5 \mu m$ and three different values of the cavity width $D$. Both slabs are made of sapphire, the temperature of both slabs is $T_1 = T_3 = 300 \text{K}$, while the environmental temperature is $T_e = 600 \text{K}$. The results, presented in Fig. 8, show the symmetry of our configuration, and in particular the fact that for any value of $D$ the force vanishes at $z = 0$, i.e., in the center of the cavity (we remark that we have chosen $U(0) = 0$). Moreover, we clearly see from panels (a), (c), and
cavity of width $D = 12 \, \mu m$ made of two sapphire slabs of equal thicknesses $\delta_1 = \delta_3 = \delta$. The temperatures are $T_1 = T_3 = 300 \, K$ and $T_e = 600 \, K$. The figure shows five different values of the thickness $\delta$.

(e) that the force changes its sign once for $D = 10 \, \mu m$, three times for $D = 12 \, \mu m$, and five for $D = 10 \, \mu m$. Remarkably, this corresponds to the possibility of creating one or more potential wells for the atom by simply acting on the cavity width. Besides, this width also modulates the position and shape of the minima and maxima of the potential energy. The existence of these wells is an intuitive consequence of the repulsive character of the force already found and discussed in Ref. [5] for an atom in front of a single sapphire slab. In this paper the authors showed in detail how the combination of the environmental and slab radiation at different temperatures can produce a change in the sign of the force for distances of the order of $3 \, \mu m$. It is the sum of two similar contributions (opposite in sign) that in the case of two slabs suggests the existence and tunability of potential minima and maxima. Nevertheless, the general case of two slabs having two different temperatures and material properties can be exactly solved only in the context of a purely three-body theory.

In order to get more insight into the possibilities offered by this scenario, we have studied the dependence of the force on the thickness $\delta_1 = \delta_3 = \delta$ of both slabs, as shown in Fig. 9. Considering five different values of $\delta$ in the range 2–30 $\mu m$ we observe that the change in the sign of the force for $z < 0$ and $z > 0$ exists only for a limited range of thicknesses, and in particular disappears both for $\delta = 2 \, \mu m$ and $\delta = 30 \, \mu m$. We remark here that for this configuration we have numerically verified that for all the possible parameters considered so far the additive result is almost indistinguishable for the exact three-body result at thermal equilibrium. This is not the case out of thermal equilibrium. For example, for $\delta = 2 \, \mu m$ and $\delta = 30 \, \mu m$ (see Fig. 9) the additive result predicts the three sign inversions of the force observed for $\delta = 5 \, \mu m$, whereas the exact result shows only one inversion, and as a consequence no potential well.

We have finally investigated the possibility of controlling the shape of the potential well by producing on purpose an asymmetry in the geometrical, material or thermal configuration of the system. To this aim, we have chosen as a reference condition the case of a rubidium atom in a cavity having width $D = 12 \, \mu m$ and made of sapphire walls having thicknesses $\delta_1 = \delta_3 = 5 \, \mu m$. With respect to this configuration, we have independently modified the thickness of the slab on the right ($\delta_3 = 30 \, \mu m$), its temperature ($T_2 = 400 \, K$) or replaced the material of slab 1 with gold. The results, shown in Fig. 10, show that acting on geometrical, material or thermal properties is a promising tool to design the shape of the wells, their position and even to control their existence (for example, for the parameters chosen here the presence of gold makes the well disappear).

From Fig. 8 we see that the depth of the potential wells is of the order of $10^{-34} \, J$, then far from being sufficient for an atomic trap for ground-state atoms, since the average kinetic energy $k_B T$ is of the order of $10^{-26} \, J$ for temperatures in the range of mK. Since the depth of the potential wells is proportional to the atomic polarizability, the situation may completely change for Rydberg atoms. For such kinds of atoms, the fact of having a high value of the principal quantum number $n$ drastically modifies the value of the polarizability, scaling approximately as $n^3$ with respect to the ground-state one. As a consequence, even for relatively low values of $n$, for example, of the order of 20, $\alpha$ increases by a factor around $10^3$, sufficient to realize an atomic trap. It is worth stressing that the huge increase in the size of these atoms may need to take into account also the quadrupole and octupole contributions to the atom-field interaction [55,56]. We also remark that the trapping scheme we propose here is robust and universal, since it is uniquely based on the thermal nonequilibrium configuration. It differs from the cavity trapping scheme discussed in Ref. [57], based on a resonant process exploiting molecular transitions.
X. CONCLUSIONS

We have calculated the Casimir force in and out of thermal equilibrium and the radiative heat transfer in a system made of three bodies of arbitrary geometry, temperature, and dielectric properties, immersed in an environment having a fourth (in general, different) temperatures. To this aim, we have described each body through its classical reflection and transmission operators and deduced for each body a general analytic unified expression of force and heat transfer as a function of these individual operators. One of the main advantages of this approach is that in order to calculate force and heat transfer one only needs to know the scattering operators of each body, which result indeed from individual single-body electromagnetic problems.

The exact solution of a three-body problem raises several interesting questions, the first of which is the range of validity of a simplified additive approach based on the knowledge of two-body results. This topic is discussed in our first numerical application, i.e., the calculation of the equilibrium force acting on an external slab of a system made of three parallel slabs. For this system we have shown that there exist indeed regions of the parameters where the additive result is a very good approximation, but this approach fails in some regions with an error as high as 20%. As a consequence, it is in general relevant to know the exact result for the sake of experiment-theory comparison.

For the same system (three parallel slabs) we have also considered the heat transfer on the intermediate one for three given temperatures of the external slabs and of the environment. This has allowed us to calculate the equilibrium temperature of the intermediate slab at any position, i.e., the temperature which remains constant even in the absence of an external source of energy. In particular, we have shown and briefly discussed that the temperature even in a symmetric configuration differs from the average of the temperatures of the external slabs.

Finally, we have considered the case of an atom in a planar cavity. For this system we have shown that the manipulation of the temperatures of the external slabs, of their dielectric properties as well as the lengths involved is able to modify qualitatively the shape of the force acting on the atom. Remarkably, for certain values of the parameters, it is possible to produce one or more potential wells. While for typical ground-state atoms the depth of the well is too small to produce a trap, this is not the case for Rydberg atoms. In this case the combination of thermal nonequilibrium and of the three-body configuration may realize a single or multiple atomic trap, with promising possibilities in terms of control of the depth and shape of the trap. Rydberg atoms are already manipulated in the optical cavity for fundamental studies in quantum physics and for quantum information purposes [58,59] with microwave cavities having sizes of the order of several centimeters. Here we deal with a trap and a cavity at the scale of the micron and uniquely based on the absence of thermal equilibrium.
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