Inducing and controlling rotation on small objects using photonic topological materials
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Photonic topological insulator plates violate Lorentz reciprocity, which leads to a directionality of surface-guided modes. This in-plane directionality can be imprinted via an applied magnetic field. On the basis of macroscopic quantum electrodynamics in nonreciprocal media, we show that two photonic topological insulator surfaces are subject to a tunable, magnetic-field-dependent Casimir torque. Due to the directionality, this torque exhibits a unique 2π periodicity, in contradistinction to the Casimir torques encountered for reciprocal uniaxial birefringent media or corrugated surfaces which are π periodic.Remarkably, the torque direction and strength can be externally driven in situ by simply applying a magnetic field on the system, and we show that this can be exploited to induce a control of the rotation of small objects. Our predictions are relevant for nano-optomechanical experiments and devices.
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I. INTRODUCTION

The Casimir force was originally proposed as an attractive force between two perfectly conducting plates due to a reduced virtual photon pressure in the space between the plates [1,2]. Subsequently, the Casimir force for objects consisting of anisotropic materials or possessing anisotropic surfaces like birefringent plates [3], magnetodielectric metamaterials [4], and corrugated metals [5] was studied. Since all those materials have a distinguishable axis in the plane of the plates, it is natural to ask whether the Casimir energy depends on the relative angle between the two axes when bringing two anisotropic surfaces together. It turns out that, indeed, one obtains a Casimir torque [3,5–9]. There have been successful measurements of the lateral Casimir force, which is closely related to the Casimir torque [10–14]. More recently, there also have been several promising proposals for experiments with the goal to measure the Casimir torque between birefringent materials [15–17].

A material which is able to break rotational symmetry and which is of great interest at the moment is the topological insulator (TI) [18]. Topological insulators behave like regular insulators in their bulk but possess conducting surface states. Originally proposed for electronic states, it was shown more recently that they also exist in so-called photonic topological insulators (PTIs) [19–22] such as magnetized plasma [23–25]. One of the most striking features of TIs is that there exist unidirectional waves on the surfaces of these materials which turn out to be immune to backscattering [26,27]. Due to this directionality of the edge states PTIs not only have a distinguishable axis like, e.g., birefringent materials, but their axes also possess a distinguished direction. This feature has been of great interest and was used to construct devices like directional wave guides [27], optical isolators, and circulators.

Now the natural question arises regarding what quantum optical effects emerge when exploiting the directionality or nonreciprocity in PTIs. This question has been addressed by previous authors before: they studied the influence of the presence of a PTI on the entanglement of a two-level system [28]. In Refs. [29–31] the normal and lateral Casimir-Polder force acting on an atom close to a vacuum/PTI interface was analyzed; a huge anisotropic thermal magnetoresistance was obtained in the near-field radiative heat transfer between two spherical particles consisting of a PTI in Ref. [32]. A persistent unidirectional heat current was found between three objects at thermal equilibrium [33,34]; also the Casimir force has been studied for two infinite half-spaces consisting of PTIs in Ref. [35]. All those works showed that there exist interesting new features in quantum optics arising from the interplay of the quantized electromagnetic field with PTIs. However, the unidirectional features of PTIs have not yet been seen to manifest in Casimir torques between two macroscopic objects.

II. CASIMIR TORQUE

In this paper, we want to show how the unidirectionality and nonreciprocity of PTI plates manifest in the Casimir force and torque. To this end, we will show in the following that, in addition to a normal component of the Casimir force, there exists a non-negligible Casimir torque whose magnitude and direction are tunable by the external magnetic fields. Furthermore, due to the directionality of the topological surface states, we find that this torque is 2π periodic with respect to the relative angle between the two bias magnetic fields, in sharp contrast to the π periodicity occurring for reciprocal biaxialtoprotic media. We also discuss how the tunability of the Casimir torque can be exploited in nanomechanical schemes to induce rotation.
FIG. 1. In (a) we show the setup under the consideration consisting of two semi-infinite half-spaces filled with a PTI. Additionally, in each half-space there is an applied external magnetic field \( B^+ \) and \( B^- \). The fields are in the \( xy \) plane and are parametrized by the angles \( \Phi^+ \) and \( \Phi^- \) between \( B^+ \) and \( B^- \) and the \( x \) axis, respectively. In (b) we plot the dimensionless Hamaker constant \( H \) as a function of \( \Delta \Phi \) for different values of \( B = 1, 2, 3, 4, 5 \) T (dots, squares, diamonds, triangles, and upside-down triangles, respectively). In (c) we again use the \( \epsilon \) tensor in Eq. (1) with the only exception being that we set \( \epsilon_{zz} = 0 \) to obtain a description of a normal anisotropic medium \((B = 5 \) T\). The Casimir torque \( T(\Delta \Phi) \) is plotted in (d) for different magnetic fields, where the same shapes correspond to the same values of \( B \) as in (b). Additionally, we plot the Casimir torque for the material model in (c) (dotted line) and for a setup where the two PTI half-spaces are replaced by one barium titanate and one quartz half-space (dashed line). In (b) and (c) we use \( L = 100 \) nm.

A. Setup

We study a setup consisting of two semi-infinite half-spaces separated by a vacuum with separation \( L \) and filled with PTIs where a bias magnetic field is applied to each half-space [see Fig. 1(a)]. The PTI is implemented by a magnetized plasma with an applied bias magnetic field \( B \) as an example of a gyrotropic material which is described by a permittivity tensor of the form [36]

\[
\epsilon = \begin{pmatrix}
\epsilon_{xx} & 0 & 0 \\
0 & \epsilon_{zz} & \epsilon_{yz} \\
0 & -\epsilon_{yz} & \epsilon_{zz}
\end{pmatrix}
\]

\[
\epsilon_{yz}(\omega) = \frac{i \omega_p q_e^2}{\omega [\omega^2_0 - (\omega + i \gamma)^2]},
\]

\[
\epsilon_{xx}(\omega) = 1 + \frac{\omega_L^2 - \omega_T^2}{-i \gamma \omega + \omega_T^2 - \omega^2} + \frac{\omega_p^2 (\omega + i \gamma)}{\omega [\omega^2 - (\omega + i \gamma)^2]},
\]

\[
\epsilon_{yy}(\omega) = 1 + \frac{\omega_L^2 - \omega_T^2}{-i \gamma \omega + \omega_T^2 - \omega^2} - \frac{\omega_p^2}{\omega (\omega + i \gamma)}
\]

if \( B \) points in the \( x \) direction. This is easily generalized for arbitrary directions of the magnetic field by simply rotating \( \epsilon \). The plasma and cyclotron frequencies are given by \( \omega_p = \sqrt{n q_e^2 / (m^* e^0)} \) and \( \omega_e = B q_e / m^* \), respectively, where \( q_e \) is the electron charge, \( m^* \) is its reduced mass, \( n \) is the free-electron density, and \( \gamma \) is the free-carrier damping constant. Furthermore, \( \Gamma \) represents the phonon damping constant, and \( \omega_L \) and \( \omega_T \) are the longitudinal and transverse optic-phonon frequencies, respectively. Throughout this paper we will use the following values for the material constants of InSb which have been measured in Ref. [36]: \( \omega_L = 3.62 \times 10^{13} \) rad/s, \( \omega_T = 3.39 \times 10^{13} \) rad/s, \( \gamma = 5.65 \times 10^{11} \) rad/s, \( \omega_p = 3.93 \times 10^{12} \) rad/s, \( n = 1.07 \times 10^{17} \) cm\(^{-3} \), \( m^* = 0.022 m_e \), where \( m_e \) is the electron mass. Although we choose a specific PTI model here, our findings are general and can be applied to other specific PTI realizations.

B. Basic formulas

We first have to derive a general expression for the Casimir torque \( T \) of our system which is usually obtained from the Casimir energy \( E \) of the system. To build on previous results we use the intermediate result in Eq. (18) of Ref. [35] as obtained using macroscopic QED in nonreciprocal media [37]:

\[
T = -\frac{\hbar}{2\pi} \int_0^\infty d\xi \int dA \left\{ \frac{2 \xi^2}{c^2} \mathcal{S}[G^{(1)}(\mathbf{r}, \mathbf{r}', i\xi)] + 2 \nabla \times \mathcal{S}[G^{(1)}(\mathbf{r}, \mathbf{r}', i\xi)] \times \nabla' \right. \\
- \left. \mathrm{Tr} \left[ \frac{\xi^2}{c^2} G^{(1)}(\mathbf{r}, \mathbf{r}', i\xi) + \nabla \times G^{(1)}(\mathbf{r}, \mathbf{r}', i\xi) \times \nabla' \right] \right\}_{r=\mathbf{r}'},
\]

Here we have introduced the symmetrization \( \mathcal{S} \) of a tensor defined by \( \mathcal{S}[\mathbf{G}(\mathbf{r}, \mathbf{r}', \omega)] = (1/2)[\mathbf{G}(\mathbf{r}, \mathbf{r}', \omega) + \mathbf{G}^T(\mathbf{r}, \mathbf{r}', \omega)] \). Furthermore, \( \xi = -i \omega \), where \( \omega \) is the frequency of the electromagnetic wave, \( \mathbf{I} \) is the unit tensor, \( dV \) is any infinite planar surface in the vacuum gap between the two planar bodies, \( dA \) is its surface element, and \( \mathbf{r} \) and \( \mathbf{r}' \) are arbitrary points on the surface of body 1. Most importantly, \( G^{(1)}(\mathbf{r}, \mathbf{r}', i\xi) \) is the scattering Green’s tensor [38] of our setup. It can be obtained using the reflection coefficients of the vacuum/PTI interfaces calculated in Appendix A and the different components of the wave vector \( \mathbf{k} = (k^0, k_z = i k)^T \) satisfying \( k^2 = -\xi^2 / c^2 \), where \( c \) is the speed of light in vacuum. The full expression of \( G^{(1)}(\mathbf{r}, \mathbf{r}', i\xi) \) and its derivation can be found in Appendix A.

Using these results, we find first of all, as expected, that there is no lateral force in the ground state of the system, and thus the \( x \) and \( y \) components of \( \mathbf{F} \) are zero. Furthermore, in Appendix B we find a general expression for the normal component of \( \mathbf{F} \) per unit area \( A \) which we define as \( f \equiv F_z / A \), where \( F_z \) is the \( z \) component of \( \mathbf{F} \). This result is not shown here since we are interested only in the near-field behavior of our system. Thus we want to analyze \( f \) further under
the assumption $\xi/c \ll k^\parallel$, which is often referred to as the nonretarded limit and becomes valid for small separations $L \ll c/\omega_h$, where $\omega_h$ is the highest characteristic frequency of the permittivity tensor (compare Ref. [38]). To estimate the value of $\omega_h$ for our specific material model in Eq. (1) we take a closer look at the monotonically decreasing function $\chi_{ij}(i\xi)/[\chi_{ij}(i\xi) + 2]$, with $\chi_{ij}(i\xi) = \epsilon_{ij}(i\xi) - \delta_{ij}$. The condition

$$\frac{\chi_{ij}(i\omega_h)}{\chi_{ij}(i\omega_h) + 2} = \frac{1}{2}$$  \hspace{1cm} (3)

gives a good estimate of the characteristic frequency $\omega_h$. Neglecting absorption effects and phonon contributions, one obtains from Eq. (3)

$$ij = xx, zz \Rightarrow \omega_h \simeq \omega_p \frac{\sqrt{2}}{\omega_p}, \hspace{1cm} (4)$$

$$ij = yz \Rightarrow \omega_h \simeq \sqrt{\omega_p \omega_c} \hspace{1cm} (5)$$

where we also assumed $\omega_k \ll \omega_p$, which is true for magnetic fields $B$ of the order of a few teslas. Therefore we conclude that the nonretarded limit approximation is valid for distances $L \ll \sqrt{2}/\omega_p = 3.4 \mu m$. Note, however, that this estimation for the validity of the nonretarded limit approximation is true only for our specific material model as given in Eq. (1), which includes only two medium resonances.

Under this assumption the reflection coefficients simplify significantly to $r_{pp}^\pm \simeq \tilde{r}_{pp}^\pm \simeq 0$ and

$$r_{pp}^\pm(\omega) \simeq \frac{-2 + D \mp 2i\epsilon_{yz}\sin(\Phi^\pm - \varphi)}{2 + D \pm 2i\epsilon_{yz}\sin(\Phi^\pm - \varphi)},$$

$$D = \sqrt{2}\epsilon_{zz}([\epsilon_{zz} + \epsilon_{xx} + (\epsilon_{xx} - \epsilon_{zz})\cos(2(\Phi^\pm - \varphi))}).$$  \hspace{1cm} (6)

Here $\varphi$ is defined by $k^\parallel = k^\parallel(\sin(\varphi), \cos(\varphi))^T$, with $k^\parallel \equiv |k^\parallel|$ [compare Fig. 1(a)], and the $\pm$ symbol indicates the reflection at the lower and upper half-spaces, respectively. Note that this reflection coefficient is not real even when evaluated at imaginary frequencies $\omega = i\xi$ due to the terms proportional to $\epsilon_{yz}$. But since this term also flips sign under $k \mapsto -k^\parallel$, the Schwarz reflection principle $G^{(1)}(r, r', i\xi) = G^{(1)}(r, r', i\xi)$ is obeyed, which, according to [39], implies $r_{pp}^+(k^\parallel, i\xi) = r_{pp}^-(k^\parallel, i\xi)$. Thus it is ensured that the Green’s tensor and therefore the Casimir force are real.

Finally, using the previous result of the reflection coefficients in the nonretarded limit, $f$ simplifies to

$$f = \frac{-\hbar}{16\pi^3L^3} \int_0^\infty d\xi \int_0^{2\pi} d\varphi \ \text{Li}_1[r_{pp}^+(i\xi)r_{pp}^-(i\xi)],$$  \hspace{1cm} (7)

where $\text{Li}_1$ is the polylogarithm of order 3. As in the reciprocal case [38] and for a magnetized plasma with a bias magnetic field perpendicular to the interface [35], we find a simple $f \propto 1/L^3$ behavior in the nonretarded limit. Therefore we can easily calculate the Casimir energy $E$ per unit area in the nonretarded limit from Eq. (B19) by integrating $f$ with respect to $L$ and eventually find $E = L f/2$. From this result we can now calculate the Casimir torque $T = -\delta E/(\delta \Delta \Phi)$, where $\Delta \Phi = \Phi^- - \Phi^+$. 

### III. RESULTS AND DISCUSSION

Next, we want to analyze our previous results for the Casimir force, energy, and torque. To this end, in Fig. 1(b), we display the dimensionless Hamaker constant defined by $H \equiv \int_0^\infty (d\xi/\omega_p) \int_0^{2\pi} d\varphi \text{Li}_1[r_{pp}^+(i\xi)r_{pp}^-(i\xi)]$ at a fixed gap distance $L = 100 \text{ nm}$. Note that one can easily retrieve $f$, $E$, and $T$ from $H$ via $f = -\omega_p H/16\pi^3 L^3$, $E = -\omega_p H/32\pi^3 L^2$, and $T = (\omega_p H/32\pi^3 L^2)\delta H/(\delta \Delta \Phi)$. Before discussing the qualitative features of these results let us discuss the magnitude of the torque. As depicted in Fig. 1(d), the Casimir torque at zero temperature for two semi-infinite PTI half-spaces reaches the same order of magnitude as the one for quartz or calcite half-spaces kept parallel to a barium titanate half-space. Those examples for birefringent plates were studied in Ref. [15], and we have used the same model for the permittivity, including the same values for the constants measured in Ref. [40] to reproduce these results. More concretely, this means that the torque for the PTI setup reaches a maximal torque of about 67 pN/m with $B = 5 \text{ T}$, whereas the quartz (calcite)–barium titanate setup reaches 22 pN/m (317 pN/m). Nevertheless, the Casimir torque between two corrugated metals is three orders of magnitude larger [5]. Note that these torques are all periodic under a rotation of $\pi$ of one of the plates around its normal component since their distinguished axes are not directional. On the contrary, we see in Fig. 1(b) that $H(\Delta \Phi)$ is 2$\pi$ periodic with a maximum (minimum) when the two magnetic fields $B^\parallel$ point in the same (opposite) direction. This result is therefore qualitatively different from the ones observed when dealing with birefringent half-spaces with one in-plane optical anisotropy [15] [compare the dashed line in Fig. 1(d)] or corrugated metals [5]. Heuristically, this new periodicity can be explained by the fact that not only does our material model have a distinguished axis, but this axis also has a direction.

The angle dependence of the Casimir energy can be understood in more detail by studying the contributions of different surface-plasmon polaritons (SPPs) which dominate in the nonretarded limit [41]. To this end, we take a closer look at the spectral decomposition of the Casimir energy evaluated at real frequencies $\tilde{H}(\omega) = \int_0^\infty d\omega \text{Im}[\text{Li}_1[r_{pp}^+(\omega)r_{pp}^-(\omega)]]$, which allows us to see which surface modes contribute the most to the Casimir energy. The total Casimir energy is simply the integral over this spectral energy density, $H = \int_0^\infty \omega \text{Im}[\text{Li}_1[r_{pp}^+(\omega)r_{pp}^-(\omega)]]$, and therefore $E \propto \int_0^\infty d\omega \tilde{H}(\omega)$, as can be seen from contour-integral techniques.

The central ingredient to the spectral Casimir energy density is the SPPs of the individual plates, which are resonances of the respective reflection coefficients $r_{pp}^+(\omega)$ and $r_{pp}^-(\omega)$. The frequencies of the SPPs are easily found by setting the denominators in the reflection coefficients (6) to zero, which upon using Eq. (1) and neglecting the photon contribution leads to the dispersion relations

$$\Omega^\pm(\Phi^\pm - \varphi) = \frac{1}{4} \sqrt{6\omega_p^2 + 8\omega_c^2 + 2\omega_c^2 \cos[2(\Phi^\pm - \varphi)])} \pm 2\omega_c \sin[\Phi^\pm - \varphi],$$  \hspace{1cm} (8)

in the lossless limit, as also found in Ref. [29]. The single-plate SPPs are illustrated by the dotted and dashed lines in
FIG. 2. Contributions of surface-plasmon polaritons (SPPs) to the Casimir energy. (a)–(c) Single-plate SPPs $\text{Re}[r_{pp}^{\pm}(\omega)]$ (dotted lines) and $\text{Im}[r_{pp}^{\pm}(\omega)]$ (dashed lines) and angle-resolved spectral energy density $\tilde{H}(\omega)$ (solid lines) with $\Phi^+ - \varphi = \pi/2$ and $\Delta \Phi = 0,$ $\pi/2,$ $\pi,$ respectively. $\text{Re}[r_{pp}^{\pm}(\omega)]$ and $\text{Im}[r_{pp}^{\pm}(\omega)]$ correspond to the curves with the resonance at higher frequencies, whereas $\text{Re}[r_{pp}^{\mp}(\omega)]$ and $\text{Im}[r_{pp}^{\mp}(\omega)]$ correspond to the ones with a lower resonance frequency ($\Omega^+ \approx \Omega^- \text{ in this case}$); the two single-plate SPP frequencies $\Omega^\pm (\Phi^+ - \varphi) = \text{Im}[r_{pp}^{\pm}(\omega)]$ as given by Eq. (8) are indicated as vertical lines. (d) Total spectral energy density $\tilde{H}(\omega)$ with $\Delta \Phi = 0,$ $\pi/4,$ $\pi/2,$ $\pi$ (dots, triangles, diamonds, and squares, respectively). For all plots we have used $B = 3$ T.

Figs. 2(a)–2(c) for selected combinations of magnetic field and wave vector directions. In particular, we see that the SPP frequencies of the two plates coincide in the special case $\Delta \Phi = \pi \text{ [Fig. 2(c)].}$

When the two plates are brought in close proximity, as is the case in the nonretarded limit considered, the single-plate SPPs combine to form symmetric and antisymmetric coupled SPPs [41]. Mathematically, this can be seen from the Casimir spectral energy density. Using $\ln z \approx \zeta (3) z$ for $z \ll 1,$ where $\zeta$ is the Riemann zeta function, we find $\tilde{H}(\omega) \approx \zeta (3) [\text{Im}[r_{pp}^{\pm}(\omega)]\text{Re}[r_{pp}^{\pm}(\omega)] + \text{Im}[r_{pp}^{\mp}(\omega)]\text{Re}[r_{pp}^{\mp}(\omega)]]$. We can clearly see how $\tilde{H}(\omega, \varphi)$ is built up from the products $\text{Im}[r_{pp}^{\pm}(\omega)]\text{Re}[r_{pp}^{\pm}(\omega)]$ in Figs. 2(a)–2(c). As illustrated by the solid lines in Figs. 2(a)–2(c), the symmetric coupled SPPs give the dominant positive contribution to the Casimir energy (left peak), while the antisymmetric coupled SPPs give a smaller negative contribution (right dip). As further seen in the figures, the difference between the positive and negative contributions is quite pronounced for $\Delta \Phi = 0 \text{ [Fig. 2(a)],}$ leading to a large net Casimir energy. The splitting is reduced for larger angles [Fig. 2(b)] until, eventually, the single-plate SPPs coincide for $\Delta \Phi = \pi$ and the two coupled SPPs become very close in frequency and similar in magnitude. For this case, we have a smaller Casimir energy.

Our observations remain valid for general combinations of magnetic field and wave vector directions and thus also when integrating over all wave vector directions $\varphi \in [0, 2\pi]$ to obtain the total spectral energy density $\tilde{H}(\omega)$. As seen from Fig. 2(d), this energy density has quite a complex profile as it is the sum over contributions from many SPPs with different resonant frequencies. Nevertheless, we again find that positive and negative contributions are the most different in magnitude for $\Delta \Phi = 0$ (dots), leading to a large total Casimir energy. As the angle difference increases towards $\Delta \Phi = \pi$ (squares), the positive and negative contributions become more similar in magnitude, and the total Casimir energy decreases.

IV. APPLICATION

The advantage of having an in situ tunability of the torque can be exploited for nanomechanical schemes. For instance, we consider a setup of two nanodisks as depicted in Fig. 3(a). This system is an example of a new mechanism (compare Ref. [47]) to generate a motor with small moving parts. As shown, the relative angle between the two applied magnetic fields is given by $\Delta \Phi(t) = \Phi^-(t) - \theta(t)$. The dependence of the torque $T$ on the relative angle between the applied magnetic fields is well approximated by $T(\Delta \Phi) \approx T_0 \sin(\Delta \Phi)$ (compare Fig. 1(d)), where $T_0 = 67 \text{ pN/m}$ if $B^+ = B^− = 5$ T. Thus the equation of motion for the rotation of the upper disk neglecting finite-size effects, retardation, and friction is given by

$$\frac{d^2 \theta}{dt^2} = \frac{2T_0}{lr^2\rho_{\text{InSb}}} \sin[\Phi^-(t) - \theta(t)].$$

The result of the numerical solution of Eq. (9) can be found in Fig. 3(b). As we can see, if we let the tunable magnetic field $B^-$ rotate with an angular velocity of up to 0.75 rad/s, the upper plate will follow the direction of $B^-$ and start to rotate with the same angular velocity of almost one full $2\pi$ rotation per second. If $B^-$ rotates faster than 0.75 rad/s, the
upper disk cannot follow the direction of \textbf{B}^−, and therefore it barely rotates (triangle). Here \( r \) and \( l \) are the radius of the upper disk and its thickness, respectively.

V. SUMMARY

To summarize, we have found a Casimir torque between topological-insulator plates whose direction and magnitude are tunable by an external bias magnetic field. We have further shown that in the nonretarded limit this torque is dominated by SPPs which are directional, and therefore it is symmetric only under a rotation of \( 2\pi \) of one of the plates around its normal component. This unique periodicity, in contrast to the typical \( \pi \) periodicity for ordinary birefringent media, is a clear signature of nonreciprocity. We have shown how the tunability of the torque between two InSb disks can be exploited to set one of the disks into rotation, which offers new possibilities for measurements and nanomechanical applications of the Casimir torque on small objects.

\[
\mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}^{'}, \omega) = \frac{i}{8\pi^2} \int d^2 k^1 \frac{1}{k^2} e^{i k^1 (\mathbf{r} - \mathbf{r}^{'})} \left[ e^{i k^1 (z' - z)} (\mathbf{e}_{s+}, \mathbf{e}_{p+}) \cdot \mathbf{R}^- \cdot (\mathbf{D}^+)^{-1} \cdot (\mathbf{e}_{s+}, \mathbf{e}_{p+}) + e^{2 i k^1 L} e^{-i k^1 (z' - z)} (\mathbf{e}_{s-}, \mathbf{e}_{p-}) \cdot \mathbf{R}^+ \cdot (\mathbf{D}^-)^{-1} \cdot (\mathbf{e}_{s+}, \mathbf{e}_{p+}) + e^{2 i k^1 L} e^{i k^1 (z' - z)} (\mathbf{e}_{s+}, \mathbf{e}_{p+}) \cdot \mathbf{R}^- \cdot (\mathbf{D}^+) \cdot (\mathbf{R}^-)^{-1} \cdot (\mathbf{e}_{s-}, \mathbf{e}_{p-}) \right].
\] (A1)

Here we have split the wave vector \( \mathbf{k} = (k^1, k^2, k^z)^T \) into its components parallel \( (k^1) \) and perpendicular \( (k^2, k^z) \) to the plates, and the polarization vectors \( \mathbf{e}_{s\pm}, \mathbf{e}_{p\pm} \) and the multiple reflection matrices \( \mathbf{R}^\pm \) are defined by

\[
\mathbf{e}_{s\pm} = \mathbf{e}_{s\pm} \times \mathbf{e}_z = \frac{1}{k^1} \begin{pmatrix} k^z \\ -k^x \\ 0 \end{pmatrix}, \quad (A2)
\]

\[
\mathbf{e}_{p\pm} = \frac{1}{k} (k^1 \mathbf{e}_z \mp k^x \mathbf{e}_z) = \frac{1}{k} \begin{pmatrix} k^2 \mp k^x \\ k^z \\ k^1 \end{pmatrix}, \quad (A3)
\]

\[
(\mathbf{D}^\pm)^{-1} = \sum_{n=0}^{\infty} (\mathbf{R}^\pm \cdot \mathbf{R}^\mp e^{2 i k^1 L})^n = \left[ 1 - \mathbf{R}^\pm \cdot \mathbf{R}^\mp e^{2 i k^1 L} \right]^{-1}. \quad (A4)
\]

We are left with the task of calculating the reflection matrices

\[
\mathbf{R}^\pm = \begin{pmatrix} R^\pm_{s,s} & R^\pm_{s,p} \\ R^\pm_{p,s} & R^\pm_{p,p} \end{pmatrix} \quad (A5)
\]

to find \( \mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}^{'}, \omega) \). Here \( R^+_{\sigma\gamma}, R^-_{\sigma\gamma} \) is the reflection coefficient for a \( \sigma^p \)-polarized incoming wave which is reflected off body 1 (body 2; see Fig. 1 in the main text) as a \( \sigma^p \)-polarized wave.

ACKNOWLEDGMENTS

We acknowledge helpful discussions with F. Intravaia and A. Belyanin. This work was supported by the German Research Foundation (DFG, Grants No. BU 1803/3-1 and No. GRK 2079/1). S.Y.B. is grateful for support from the Freiburg Institute of Advanced Studies (FRIAS).

APPENDIX A: GREEN’S TENSOR FOR TWO SEMI-INFINITE HALF-SPACES OF PTI

In this appendix, we derive an expression for the Casimir force between two half-spaces filled with photonic topological materials separated by vacuum and with distinct in-plane bias magnetic fields in each of the half-spaces [see Fig. 1(a)]. To this end, we first calculate the Green’s tensor for this setup here as the essential ingredient for the Casimir force calculated in Appendix B.

The following derivation of the Green’s tensor \( \mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}^{'}, \omega) \) is very similar to the ones given in Refs. [4,35]. As a starting point we can use the intermediate result of Ref. [35] in their Eq. (26):

\[
\mathbf{G}^{(1)}(r, r^{'}, \omega) = \frac{i}{8\pi^2} \int d^2 k^1 \frac{1}{k^2} e^{i k^1 (r - r^{'})} \left[ e^{i k^1 (z' - z)} (\mathbf{e}_{s+}, \mathbf{e}_{p+}) \cdot \mathbf{R}^- \cdot (\mathbf{D}^+)^{-1} \cdot (\mathbf{e}_{s+}, \mathbf{e}_{p+}) + e^{2 i k^1 L} e^{-i k^1 (z' - z)} (\mathbf{e}_{s-}, \mathbf{e}_{p-}) \cdot \mathbf{R}^+ \cdot (\mathbf{D}^-)^{-1} \cdot (\mathbf{e}_{s+}, \mathbf{e}_{p+}) + e^{2 i k^1 L} e^{i k^1 (z' - z)} (\mathbf{e}_{s+}, \mathbf{e}_{p+}) \cdot \mathbf{R}^- \cdot (\mathbf{D}^+) \cdot (\mathbf{R}^-)^{-1} \cdot (\mathbf{e}_{s-}, \mathbf{e}_{p-}) \right].
\] (A1)

body 1 (body 2; see Fig. 1 in the main text) as a \( \sigma^p \)-polarized wave.

We are going to calculate \( \mathbf{R}^+ \) first and retrieve \( \mathbf{R}^- \) from symmetry considerations. To find \( \mathbf{R}^+ \) we first find appropriate expressions for the electric and magnetic fields in vacuum and in the PTI by making use of Maxwell’s equations. Afterwards, we can obtain \( \mathbf{R}^+ \) from the continuity relations at the interface.

We start with the permittivity tensor for body 1, which is given by

\[
\epsilon = \begin{pmatrix} \epsilon_{xx} & 0 & 0 \\ 0 & \epsilon_{zz} & \epsilon_{yz} \\ 0 & -\epsilon_{yz} & \epsilon_{zz} \end{pmatrix} \quad (A6)
\]

if the external magnetic field \( \mathbf{B}^+ \) points in the \( x \) direction. Note that we have \( \epsilon_{yz} = \epsilon_{zz} \) and \( \epsilon_{yz} = -\epsilon_{yz} \). We generalize this expression to arbitrary directions \( \Phi \) of \( \mathbf{B}^+ \) (see Fig. 1 in the main text) in the \( xy \) plane by rotating \( \mathbf{e} \) by an angle of \( \Phi \) around the \( z \) axes. Furthermore, we consider a general wave vector \( \mathbf{k} = (k^1, k^2, k^z)^T \), but by rotating \( \mathbf{e} \) by an angle of \( -\Phi \) we get without loss of generality \( k^1 = (k^1, 0, k^z)^T \), which simplifies the following calculation.
significantly. So the permittivity tensor eventually reads

\[
\epsilon = \begin{pmatrix}
\frac{1}{2}(\varepsilon_{xx} + \varepsilon_{zz} + (\varepsilon_{xx} - \varepsilon_{zz}) \cos[2(\Phi^* - \varphi)]) & \frac{1}{2}(\varepsilon_{xx} - \varepsilon_{zz}) \sin[2(\Phi^* - \varphi)] & -\varepsilon_{yz} \sin[\Phi^* - \varphi] \\
\frac{1}{2}(\varepsilon_{xx} - \varepsilon_{zz}) \sin[2(\Phi^* - \varphi)] & \frac{1}{2}(\varepsilon_{xx} + \varepsilon_{zz} + (\varepsilon_{xx} - \varepsilon_{zz}) \cos[2(\Phi^* - \varphi)]) & \varepsilon_{yx} \cos[\Phi^* - \varphi] \\
\varepsilon_{yz} \sin[\Phi^* - \varphi] & -\varepsilon_{yx} \cos[\Phi^* - \varphi] & \varepsilon_{zz}
\end{pmatrix}
\] (A7)

in the rotated frame. As expected, it depends on only the relative angle between the magnetic field and the wave vector. Note

that this form of the permittivity tensor is different from the one considered in Ref. [35]. Nevertheless, the general procedure to
find \(\mathcal{R}^\pm\) is analogous.

Now we make a plane wave ansatz for the field in the vacuum layer given by

\[
\begin{align*}
\mathbf{E}_i &= \left[ e_{i,x}\mathbf{e}_y + e_{p,i}\frac{c}{\omega} (k_{z,i}\mathbf{e}_z - k^\parallel \mathbf{e}_y) \right] e^{i(k^\parallel x+ k_{z,i}z - \omega t)}, \\
\mathbf{H}_i &= \left[ e_{p,i}\mathbf{e}_y - e_{i,x}\frac{c}{\omega} (k_{z,i}\mathbf{e}_z + k^\parallel \mathbf{e}_y) \right] e^{i(k^\parallel x+ k_{z,i}z - \omega t)}, \\
\mathbf{E}_r &= \left[ e_{r,x}\mathbf{e}_y - e_{r,y}\frac{c}{\omega} (k_{z,r}\mathbf{e}_z + k^\parallel \mathbf{e}_y) \right] e^{i(k^\parallel x- k_{z,r}z - \omega t)}, \\
\mathbf{H}_r &= \left[ e_{r,y}\mathbf{e}_y + e_{r,x}\frac{c}{\omega} (k_{z,r}\mathbf{e}_z + k^\parallel \mathbf{e}_y) \right] e^{i(k^\parallel x- k_{z,r}z - \omega t)},
\end{align*}
\] (A8)

which satisfies Maxwell’s equations

\[
\nabla \times \mathbf{E} = -\frac{1}{c} \frac{\partial}{\partial t} \mathbf{H}, \quad \nabla \times \mathbf{H} = \frac{1}{c} \frac{\partial}{\partial t} (\epsilon \cdot \mathbf{E}),
\] (A9)

with \(\epsilon = 1\) since the wave propagates in vacuum. In Eq. (A8) \(e_{i,r}\) and \(e_{p,r}\) are unknown complex-valued amplitudes of the fields, where the subscripts \(i\) and \(r\) indicate the incident and reflected waves, respectively. To eventually find the reflection coefficients we also need to find a way to describe the field within the PTI. Due to the structure of \(\epsilon\) in Eq. (A7) Maxwell’s equations in Eq. (A9) mix \(s\)- and \(p\)-polarized waves within the PTI. Therefore an ansatz as in Eq. (A8) is not possible, and thus in a more general approach plane waves are assumed in the form

\[
\mathbf{E} = \begin{pmatrix} e_{x}(z) \\ e_{y}(z) \\ e_{z}(z) \end{pmatrix} e^{i(k^\parallel x- \omega t)}, \quad \mathbf{H} = \begin{pmatrix} h_{x}(z) \\ h_{y}(z) \\ h_{z}(z) \end{pmatrix} e^{i(k^\parallel x- \omega t)},
\] (A10)

Note that \(k^\parallel\) is conserved across the interface. The \(z\) components of Maxwell’s equations (A9) read

\[
h_{z}(z) = \frac{c}{\omega} k^\parallel e_{z}(z),
\] (A11)

\[
e_{z}(z) = \frac{1}{\varepsilon_{zz}} \left[ -\frac{c}{\omega} k_{z} h_{z}(z) + \varepsilon_{zz} e_{y}(z) + \varepsilon_{yz} e_{x}(z) \right]
\] (A12)

and can be inserted into the \(x, y\) contributions. For these components we introduce the vector \(\mathbf{u}\) with \(u_{1} = e_{x}, u_{2} = e_{y}, u_{3} = h_{x}\), and \(u_{4} = h_{y}\). By assuming the ansatz \(u_{j}(0) e^{i(k^{(m)} z)}\) for the single components with \(k^{(m)}_{z}\) as the \(z\) contribution of the wave vector in the PTI one obtains again from Eq. (A9)

\[
\mathbf{L} \cdot \mathbf{u} = -\frac{c}{\omega} k^{(m)} \mathbf{u},
\] (A13)

with

\[
\mathbf{L} = \begin{pmatrix}
-\frac{k^\parallel}{\omega} c_{yy}z/(\omega \varepsilon_{zz}) & -k^\parallel c_{yz}z/(\omega \varepsilon_{zz}) & 0 & -1 + (ck^\parallel/\omega)^2/1/\varepsilon_{zz} \\
\varepsilon_{yy} + \varepsilon_{yz} \varepsilon_{x}/\varepsilon_{zz} & \varepsilon_{yy} + \varepsilon_{yz}^2/\varepsilon_{zz} - (\omega/ck^\parallel)^2 & 0 & -\omega \varepsilon_{yz}z/(ck^\parallel \varepsilon_{zz}) \\
-\varepsilon_{xy} & \varepsilon_{xy} & c_{xx} + (ck^\parallel)^2 & 0 & 0 \\
-\varepsilon_{xz} - \varepsilon_{zx} \varepsilon_{y}/\varepsilon_{zz} & -\varepsilon_{xy} - \varepsilon_{yz} \varepsilon_{x}/\varepsilon_{zz} & 0 & \omega \varepsilon_{xx}z/(ck^\parallel \varepsilon_{zz})
\end{pmatrix}.
\] (A14)

To find nontrivial solutions one has to solve the relation \(\det[\mathbf{L} + 1/2 k^{(m)} / c] = 0\), leading to the dispersion relations

\[
k^{(m)}_{z} = \pm \frac{\omega}{c} \frac{1}{2} \frac{1}{\sqrt{\varepsilon_{zz}}} \left[ U_{1} + U_{2} \cos[2(\Phi^+ - \varphi)] + \sqrt{\frac{1}{2}} \left[ U_{3} + U_{4} \cos[2(\Phi^+ - \varphi)] + U_{3} \cos[4(\Phi^+ - \varphi)] \right] \right],
\]

\[
U_{1} = -3 \epsilon_{zz} + \epsilon_{xx} (2\ell^{2} \varepsilon_{zz} - 1) - 2\ell^{2} \left( \epsilon_{zz}^{2} + \varepsilon_{zz}^{2} \right), \quad U_{2} = \epsilon_{zz} - \epsilon_{xx},
\]

\[
U_{3} = 6 \epsilon_{zz}^{2} - 8 \ell^{2} \varepsilon_{zz} \left( \epsilon_{yy}^{2} + \varepsilon_{yy}^{2} \right) + 8 \ell^{4} \left( \epsilon_{yy}^{2} + \varepsilon_{yy}^{2} \right)^{2} + \varepsilon_{zz}^{2} (\epsilon_{yy}^{2} - \varepsilon_{yy}^{2}) - 2 \epsilon_{xx} \left[ 2 \epsilon_{yy}^{2} + 4 \ell^{2} \left( \varepsilon_{zz}^{2} - 2 \varepsilon_{zz}^{2} \right) + 8 \ell^{4} \left( \epsilon_{yy}^{2} + \varepsilon_{yy}^{2} \right) \right] + 12 \epsilon_{xx} \left[ \epsilon_{zz}^{2} - 2 \ell^{2} \left( \epsilon_{yy}^{2} + \varepsilon_{yy}^{2} \right) \right]
\]

\[
U_{4} = 4 \ell^{2} \epsilon_{xx} (1 - 2 \ell^{2} \varepsilon_{zz} - 2 \epsilon_{xx} \left[ \epsilon_{yy}^{2} + 4 \ell^{2} (\epsilon_{zz}^{2} - 2 \varepsilon_{zz}^{2}) + \varepsilon_{zz}^{2} (\epsilon_{yy}^{2} + \varepsilon_{yy}^{2}) \right])
\] (A15)
for the four mathematical solutions $m = 1, 2, 3, 4$, corres-
ponding to the possible combinations of signs in Eq. (A15)
with the dimensionless quantity $l = \omega / (c k^3)$. Note that these
dispersion relations agree with the ones found in Ref. [29].
Since solutions with $\text{Im}[k_{\perp}^{\pm (m)}] > 0$ would result in waves
propagating in the negative $z$ direction, we can neglect these
solutions for the transmitted wave propagating in the positive
$z$ direction. Let $k_{\perp}^{(1)}$ and $k_{\perp}^{(2)}$ be the two solutions with a
positive real part; then neglecting the other two, we finally
arrive at the expression for the transmitted components of $\mathbf{E}$
and $\mathbf{H}$ parallel to the surface,
\[
\left( \begin{array}{c} E_x \\ H_z \\
\end{array} \right) = e^{i(k_{\perp}z - \omega t)} \sum_{m=1,2} \mathbf{u}^{(m)}(0)e^{ik_{\parallel}mz}. \tag{A16}
\]

According to the continuity relations, the parallel components
of the electric and magnetic fields $\mathbf{E}$ and $\mathbf{H}$, i.e., the, $x$, $y$
components, at the interface between vacuum and the topological
insulator are continuous. To simplify this set of four equations
we start by expressing $e_x$, $h_x$, and $h_y$ in terms of $e_z$
using Eqs. (A13) and (A14),
\[
\alpha^{(m)} = \frac{e_x^{(m)}(0)}{e_z^{(m)}(0)} = \frac{(\epsilon k_{\perp}^{(m)}/\omega + L_{11} - L_{32}L_{44}/L_{14})}{L_{32} - L_{12}L_{34}/L_{14} - (k_{\perp}^{(m)c}/\omega)^2},
\]
\[
\beta^{(m)} = \frac{h_x^{(m)}(0)}{e_z^{(m)}(0)} = -\frac{-ck_{\perp}^{(m)}{\omega}}{\omega} \alpha^{(m)}, \tag{A17}
\]
\[
\gamma^{(m)} = \frac{h_y^{(m)}(0)}{e_z^{(m)}(0)} = -\frac{-ck_{\perp}^{(m)}/\omega - L_{11} - L_{12} \alpha^{(m)}}{L_{44}}.
\]

These equations are inserted into the boundary conditions, and
one obtains
\[
\begin{pmatrix}
-1 & 0 & \alpha^{(1)} & \alpha^{(2)} \\
ck_{\perp}^{(1)}/\omega & 0 & -\beta^{(1)} & -\beta^{(2)} \\
0 & ck_{\perp}^{(2)}/\omega & 1 & 1 \\
0 & -1 & \gamma^{(1)} & \gamma^{(2)}
\end{pmatrix}
\begin{pmatrix}
e_{e,s} \\
e_{e,p} \\
e_{p,s} \\
e_{p,p}
\end{pmatrix}
= \begin{pmatrix}
e_{s,s} \\
e_{s,p} \\
e_{p,s} \\
e_{p,p}
\end{pmatrix}
\]
\[
= \mathbf{M} \tag{A18}
\]

We now assume the incoming wave to be $s$ ($e_{p,i} = 0$, $e_{s,i} \neq 0$)
or $p$ polarized ($e_{s,i} = 0$, $e_{p,i} \neq 0$) separately and solve for the
reflected amplitudes to finally obtain the reflection coefficients
with the help of Cramer’s rule:
\[
r_{s,s}^+ = \frac{e_{s,s}}{e_{s,i}} = \frac{\det(\mathbf{M}_1)}{\det(\mathbf{M})}, \tag{A19}
\]
\[
r_{p,s}^+ = \frac{e_{p,s}}{e_{s,i}} = \frac{\det(\mathbf{M}_2)}{\det(\mathbf{M})}, \tag{A20}
\]
\[
r_{s,p}^+ = \frac{e_{s,p}}{e_{p,i}} = \frac{\det(\mathbf{M}_3)}{\det(\mathbf{M})}, \tag{A21}
\]
\[
r_{p,p}^+ = \frac{e_{p,p}}{e_{p,i}} = \frac{\det(\mathbf{M}_4)}{\det(\mathbf{M})}, \tag{A22}
\]

with the matrices
\[
\mathbf{M}_1 = \begin{pmatrix} 1 & 0 & \alpha^{(1)} & \alpha^{(2)} \\
ck_{\perp}^{(1)}/\omega & 0 & -\beta^{(1)} & -\beta^{(2)} \\
0 & ck_{\perp}^{(2)}/\omega & 1 & 1 \\
0 & -1 & \gamma^{(1)} & \gamma^{(2)}
\end{pmatrix}, \tag{A23}
\]
\[
\mathbf{M}_2 = \begin{pmatrix} -1 & 1 & \alpha^{(1)} & \alpha^{(2)} \\
ck_{\perp}^{(1)}/\omega & ck_{\perp}^{(2)}/\omega & -\beta^{(1)} & -\beta^{(2)} \\
0 & 0 & 1 & 1 \\
0 & 0 & \gamma^{(1)} & \gamma^{(2)}
\end{pmatrix}, \tag{A24}
\]
\[
\mathbf{M}_3 = \begin{pmatrix} -1 & 0 & \alpha^{(1)} & \alpha^{(2)} \\
0 & 0 & -\beta^{(1)} & -\beta^{(2)} \\
0 & ck_{\perp}^{(1)}/\omega & ck_{\perp}^{(2)}/\omega & 1 \\
0 & 0 & 1 & 1
\end{pmatrix}, \tag{A25}
\]
\[
\mathbf{M}_4 = \begin{pmatrix} -1 & 0 & \alpha^{(1)} & \alpha^{(2)} \\
0 & 0 & -\beta^{(1)} & -\beta^{(2)} \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & \gamma^{(1)} & \gamma^{(2)}
\end{pmatrix}. \tag{A26}
\]

Having found the reflection coefficients for waves reflected
at body 1 ($\mathbb{R}^+$), we can easily derive the ones reflected by
body 2 ($\mathbb{R}^-$). To this end one simply has to invert the direction
of the $z$ coordinate ($z \to -z$) and therefore replace $\epsilon_{yz} \to -\epsilon_{yz}$, $k_z \to -k_z$, and $k_{\perp}^{(m)} \to -k_{\perp}^{(m)}$. Thus we have
\[
r_{s,s}^\pm = r_{p,s}^\pm = r_{s,p}^\pm = r_{p,p}^\pm \approx 0, \tag{A28}
\]
\[
r_{pp}^\pm(\omega) \approx -2 + D \mp 2i\epsilon_{yz} \sin(\Phi^\pm - \varphi), \tag{A29}
\]
\[
D = \sqrt{2} |\epsilon_{zz}| \left( \epsilon_{zz} + \epsilon_{xx} - 4 \epsilon_{zz} \cos[2(\Phi^\pm - \varphi)] \right). \tag{A30}
\]

Finally, we can insert the results for the reflection coeffi-
cients found in Eqs. (A19), (A20), (A21), (A22), and (A27)
into Eq. (A1) to find a fully analytic expression for the Green’s
tensor of our setup. In the next section we want to use this
result to calculate the Casimir force.

APPENDIX B: CASIMIR FORCE BETWEEN TWO
INFINITE HALF-SPACES OF A PTI

The starting point for the calculation of the Casimir force
between two infinite half-spaces of a PTI separated by a layer
of vacuum of thickness \( L \) can be found in Eq. (18) of [35]:

\[
F = -\frac{\hbar}{2\pi} \int_0^\infty d\xi \int_{\partial V} d\mathbf{A} \cdot \left( \frac{2\epsilon^2}{c^2} \mathcal{G}[\mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}', i\xi)] + 2\nabla \times \mathcal{G}[\mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}', i\xi)] \times \nabla \right)_{\mathbf{r} \to \mathbf{r}'} = \mathbf{S}^{(1)}(\mathbf{r}, i\xi)
\]

Here \( \partial V \) is any infinite planar surface in the vacuum gap between the two planar bodies, and \( d\mathbf{A} \) is its isometric element, whose sign depends on the body on which \( F \) acts. First, we want to calculate the \( 3 \times 3 \) tensor \( \mathbf{S}^{(1)}(\mathbf{r}, i\xi) \) from whose entries \( S^{(1)}_{ij}(\mathbf{r}, i\xi) \) we obtain the surface force density \( \mathbf{f} \) acting on body 1 using Eq. (B1) via

\[
f = \frac{\hbar}{2\pi} \int_0^\infty d\xi \frac{1}{2} \left[ S^{(1)}_{\mathbf{r}\mathbf{r}}(\mathbf{r}, i\xi) - S^{(1)}_{\mathbf{r}'\mathbf{r}}(\mathbf{r}, i\xi) - S^{(1)}_{\mathbf{r}\mathbf{r}'}(\mathbf{r}, i\xi) \right] \mathbf{e}_z + S^{(1)}_{\mathbf{r}\mathbf{r}}(\mathbf{r}, i\xi) \mathbf{e}_x + S^{(1)}_{\mathbf{r}'\mathbf{r}'}(\mathbf{r}, i\xi) \mathbf{e}_y,
\]

(B2)

where we used \( d\mathbf{A} = -dA \mathbf{e}_z \). To find \( \mathbf{S}^{(1)}(\mathbf{r}, i\xi) \) we are going to calculate its different components step by step. That means, in the following, we are going to calculate \( \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}, i\xi) + \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}, i\xi) + \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}', i\xi) \) and \( \nabla \times \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}, \mathbf{r}, \mathbf{r}, \mathbf{r}') + \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}, \omega) + \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}, \mathbf{r}') \times \nabla \) subsequently.

First, we rewrite the Green’s tensor given in Eq. (A1) by inserting the reflection matrices as found in Eq. (A5) and expanding the scalar products to obtain

\[
\mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}', \omega) = \frac{1}{8\pi^2} \int d^2k \frac{e^{ik \cdot (\mathbf{r} - \mathbf{r}')}}{\kappa} \sum_{\sigma, \sigma'} \left[ e^\sigma e^{\sigma'} e^{-k \cdot (\mathbf{z} + \mathbf{z}')} \sum_{\sigma_1} \frac{r_{\sigma \sigma_1}^+}{D_{\sigma \sigma_1}} + e^\sigma e^{\sigma'} e^{k \cdot (\mathbf{z} + \mathbf{z}')} e^{-2kL} \sum_{\sigma_1} \frac{r_{\sigma \sigma_1}^-}{D_{\sigma \sigma_1}} \right]
\]

\[
= \mathfrak{I}_{\mathbf{rr}}(\mathbf{k}) + e^\sigma e^{\sigma'} e^{-2kL} \sum_{\sigma_1} \frac{r_{\sigma \sigma_1}^+}{D_{\sigma \sigma_1}} \mathfrak{I}_{\mathbf{rr}'}(\mathbf{k})
\]

(B3)

Here we have replaced \( k = i\kappa \), and the polarization indices are \( \sigma, \sigma', \sigma_1, \sigma_2 = s, p \). Furthermore, \( D_{\sigma \sigma_1} = (\mathcal{D}^{\mathcal{T}})_{\sigma \sigma_1} \) refers to components of the matrix \( \mathcal{D}^{\mathcal{T}} \) defined in Eq. (A4).

To obtain \( \mathbf{S}^{(1)}(\mathbf{r}, i\xi) \), in the second step, we calculate \( \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}, i\xi) + \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}, \mathbf{r}', i\xi) + \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}', i\xi) \). Because of the switching of \( \mathbf{r}' \) and \( \mathbf{r} \) we have to substitute \( k \rightarrow -k \) to ensure that the term \( e^{ik \cdot (\mathbf{r}' - \mathbf{r})} \) stays the same. Using the fact that \( e^\sigma_\sigma \rightarrow e^\sigma_\sigma^\dagger \) and \( e^\sigma_\tau \rightarrow -e^\sigma_\tau \), for \( k \rightarrow -k \), we therefore get

\[
\mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}, i\xi) = \frac{1}{8\pi^2} \int d^2k \frac{e^{ik \cdot (\mathbf{r} - \mathbf{r}')}}{\kappa} \sum_{\sigma, \sigma'} \left[ (e^\sigma e^{\sigma'} e^{-k \cdot (\mathbf{z} + \mathbf{z})} \mathfrak{I}_{\sigma \sigma}(-k) + e^\sigma e^{\sigma'} e^{k \cdot (\mathbf{z} + \mathbf{z})} e^{-2kL} \mathfrak{I}_{\sigma \sigma}(-k) \right]
\]

\[
= e^\sigma e^{\sigma'} e^{-2kL} \mathfrak{I}_{\mathbf{rr}}(\mathbf{k}) + e^\sigma e^{\sigma'} e^{k \cdot (\mathbf{z} + \mathbf{z})} e^{-2kL} \mathfrak{I}_{\mathbf{rr}'}(\mathbf{k})
\]

(B4)

Here we also relabel \( \sigma \leftrightarrow \sigma' \) and introduce \( (-1)^{\sigma \sigma'} \), given by

\[
(-1)^{\sigma \sigma'} = \begin{cases} 1 & \text{if } \sigma = \sigma', \\ -1 & \text{if } \sigma \neq \sigma'. \end{cases}
\]

(B5)

As a side note, we want to mention here that by comparing Eqs. (B3) and (B4), one finds that Onsager’s reciprocity, i.e., \( \mathbf{G}^{(1)\mathcal{T}}(\mathbf{r}', \mathbf{r}, i\xi) = \mathbf{G}^{(1)}(\mathbf{r}, \mathbf{r}', i\xi) \), holds if

\[
(-1)^{\sigma \sigma'} R_{\sigma \sigma}(-k) = R_{\sigma \sigma}(k), \quad R = I, \text{II, III, IV}.
\]

(B6)

Note that a similar expression has also been found in Ref. [39] for one-dimensional nanogratings. Nevertheless, in the setup considered here Eq. (B6) is not satisfied, and hence Onsager reciprocity is violated. Continuing with finding an expression for
\( S^{(1)}(\mathbf{r}, i\xi) \), we combine Eqs. (B3) and (B4) and obtain

\[
G^{(1)}(\mathbf{r}, \mathbf{r'}, i\xi) + G^{(1)T}(\mathbf{r}, \mathbf{r'}, i\xi) = \frac{1}{8\pi^2} \int d^2k |e^{k(\mathbf{r} - \mathbf{r'})}|^2 \sum_{\sigma, \sigma'} \left[ e^\phi_e e^\phi_\sigma e^{-\kappa(\mathbf{r} + \xi)} \left[ (-1)^{\sigma\sigma'} I_{\sigma\sigma'}(-\mathbf{k}) + I_{\sigma\sigma'}(\mathbf{k}) \right] 
+ e^\phi_e e^\phi_\sigma e^{\xi(\mathbf{r} - \mathbf{r'}) - 2L} \left[ (-1)^{\sigma\sigma'} II_{\sigma\sigma'}(-\mathbf{k}) + II_{\sigma\sigma'}(\mathbf{k}) \right] \right]
+ e^\phi_e e^\phi_\sigma e^{-\kappa(\mathbf{r} + \xi) + 2L} \left[ (-1)^{\sigma\sigma'} III_{\sigma\sigma'}(-\mathbf{k}) + III_{\sigma\sigma'}(\mathbf{k}) \right]
+ e^\phi_e e^\phi_\sigma e^{\xi(\mathbf{r} - \mathbf{r'}) - 2L} \left[ (-1)^{\sigma\sigma'} IV_{\sigma\sigma'}(-\mathbf{k}) + IV_{\sigma\sigma'}(\mathbf{k}) \right].
\]

(B7)

Next, we need to evaluate the curls. This can be done by realizing that the operators \( \nabla \) and \( \tilde{\nabla} \) reduce to \( \nabla \to i\mathbf{k}_\pm \) and \( \tilde{\nabla} \to -i\mathbf{k}_\pm \), where \( \mathbf{k}_\pm = \mathbf{k} \pm i\mathbf{e}_z \). Using \( i\mathbf{k}_\pm \times \mathbf{e}_\pm = \frac{\mp}{2} \mathbf{e}_\pm \), \( i\mathbf{k}_\pm \times \mathbf{e}_{\pm} = \frac{\pm}{2} \mathbf{e}_\pm \), we find that \( \nabla \times \mathcal{I}[G^{(1)}(\mathbf{r}, \mathbf{r'}, i\xi)] \times \tilde{\nabla}' \) is obtained from \( \mathcal{I}[G^{(1)}(\mathbf{r}, \mathbf{r'}, i\xi)] \) by simply replacing all \( e^\phi_{\sigma\sigma'} \to e^\phi_{\sigma\sigma'} \tilde{\xi}^2 (-1)^{\sigma\sigma'}/c^2 \), where \( \tilde{\sigma} \) is defined by \( \tilde{s} = p \) and \( \tilde{b} = s \). We can combine this result with Eq. (B7) to find

\[
S^{(1)}(\mathbf{r}, i\xi) = \frac{\xi^2}{8\pi^2 c^2} \int d^2k |e^{k(\mathbf{r} - \mathbf{r'})}|^2 \sum_{\sigma, \sigma'} \left[ e^\phi_e e^\phi_\sigma e^{-\kappa(\mathbf{r} + \xi)} + (-1)^{\sigma\sigma'} (e^\phi_{\sigma\sigma'} e^\phi_\sigma + e^\phi_\sigma e^\phi_{\sigma\sigma'}) |e^{-2\kappa I_{\sigma\sigma'}(\mathbf{k})} + e^{2\kappa II_{\sigma\sigma'}(\mathbf{k})}| \right]
+ e^{-2\kappa L} \left[ e^\phi_e e^\phi_\sigma e^{-\kappa(\mathbf{r} + \xi) + 2L} + (-1)^{\sigma\sigma'} (e^\phi_{\sigma\sigma'} e^\phi_\sigma + e^\phi_\sigma e^\phi_{\sigma\sigma'}) |III_{\sigma\sigma'}(\mathbf{k}) + IV_{\sigma\sigma'}(\mathbf{k})| \right].
\]

(B8)

Here, in the last step, we substituted \( \mathbf{k}^1 \to -\mathbf{k}^1 \) back in some of the terms to find the two tensor valued prefactors \( \mathbf{Q}^{(1)} \) and \( \mathbf{Q}^{(2)} \) corresponding to terms with odd and even numbers of reflections, respectively. To eventually be able to evaluate Eq. (B2) we need to calculate the outer products in \( \mathbf{Q}^{(1)} \) and \( \mathbf{Q}^{(2)} \) in Cartesian coordinates. With the help of Eq. (A2) we find

\[
e_{\pm} = \frac{c^2}{\xi^2(k^2)} \left( \begin{array}{ccc} -\kappa^2 k_x^2 & -\kappa^2 k_y k_x & \pm i(k^2)k_x k_y \\
-\kappa^2 k_x k_y & -\kappa^2 k_y^2 & \pm i(k^2)k_y k_x \\
\mp i(k^2)k_x k_y & \mp i(k^2)k_y k_x & -(k^2)^2 \end{array} \right),
\]

(B9)

\[
e_{\pm} = \frac{c^2}{\xi^2(k^2)} \left( \begin{array}{ccc} \kappa^2 k_x^2 & \kappa^2 k_y k_x & \pm i(k^2)k_x k_y \\
\kappa^2 k_x k_y & \kappa^2 k_y^2 & \pm i(k^2)k_y k_x \\
\pm i(k^2)k_x k_y & \pm i(k^2)k_y k_x & -(k^2)^2 \end{array} \right),
\]

(B10)

\[
e_{\pm} = \frac{1}{(k^2)^2} \left( \begin{array}{ccc} k_x^2 & -k_x k_y & 0 \\
-k_x k_y & k_y^2 & 0 \\
0 & 0 & 0 \end{array} \right),
\]

(B11)

\[
e_{\pm} = \frac{c}{\xi(k^2)} \left( \begin{array}{ccc} \mp k_x k_y & \mp k_x k_y & i(k^2)k_y \\
\pm k_x k_y & \pm k_x k_y & -i(k^2)k_x \\
0 & 0 & 0 \end{array} \right).
\]

(B13)

Comparing Eq. (B8) with Eq. (B2), we see that we need to evaluate the terms \((Q^{(1)}_{zz} - Q^{(1)}_{xz} - Q^{(1)}_{zy})/2\), \(Q^{(2)}_{xx}\), and \(Q^{(2)}_{zz}\). Using Eqs. (B9)–(B13) and the dispersion relation \((k^1)^2 - \kappa^2 = -\xi^2/c^2\), we eventually find

\[
(Q^{(1)}_{zz} - Q^{(1)}_{xz} - Q^{(1)}_{zy})/2 = Q^{(1)}_{zz} = 0,
\]

(B14)

\[
Q^{(2)}_{xx} = Q^{(2)}_{zz} = 0.
\]

(B15)

\[
(Q^{(2)}_{zz} - Q^{(2)}_{xx} - Q^{(2)}_{yy})/2 = -\frac{2c^2}{\xi^2} k^2.
\]

(B16)

Equation (B14) shows that all terms with an odd number of reflections do not contribute to the Casimir force, whereas Eq. (B15) tells us that there is no lateral Casimir force, i.e., a nonzero \( x \) or \( y \) component of \( \mathbf{f} \). Finally, using Eqs. (B2), (B8), and
(B14)–(B16), we find the final result for the Casimir force density acting on body 1:

$$ f = -\frac{\hbar}{8\pi^3} \int_0^\infty d\xi \int_0^{2\pi} d\varphi \int_0^\infty dk^1 \kappa e^{-2\pi L} [III_{pp}(k^1) + IV_{pp}(k^1) + III_{ss}(k^1) + IV_{ss}(k^1)] e_z $$

(17)

$$ = -\frac{\hbar}{8\pi^3} \int_0^\infty d\xi \int_0^{2\pi} d\varphi \int_0^\infty dk^1 \kappa e^{-2\pi L} \text{Tr} [\mathcal{R}^- (\mathcal{D}^+)^{-1} \cdot \mathcal{R}^- + \mathcal{R}^+ (\mathcal{D}^+)^{-1} \cdot \mathcal{R}^-] e_z. $$

(B18)

Note that this result differs from the one obtained in Ref. [35] only by the fact that in Eq. (B18) we cannot carry out the $d\varphi$ integral due to the $\varphi$ dependence of the reflection coefficients, whereas in Ref. [35] the media were isotropic in the plane of the surfaces and hence this integral simply gave a factor of $2\pi$. In the nonretarded limit the reflection coefficients simplify significantly according to Eqs. (A28) and (A30), and thus Eq. (B18) reduces to

$$ f = -\frac{\hbar}{16\pi^3 L^3} \int_0^\infty d\xi \int_0^{2\pi} d\varphi \int_0^\infty dk^1 \kappa e^{-2\pi L} \frac{r_{pp}^+(i \xi) r_{pp}^-(i \xi) e^{-2\pi L}}{1 - r_{pp}^+(i \xi) r_{pp}^-(i \xi) e^{-2\pi L}} e_z $$

(19)

$$ = -\frac{\hbar}{16\pi^3 L^3} \int_0^\infty d\xi \int_0^{2\pi} d\varphi \text{Li}_2[r_{pp}^+(i \xi) r_{pp}^-(i \xi)] e_z. $$